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Preface

The Handbook of Public Sector Economics is first and foremost a
textbook for graduate students in public administration and public
policy. Although most handbooks are used as reference texts, this
particular handbook was proposed and written as a textbook to be
used as the primary book in a graduate public economics course or
an important secondary or supplementary book in a public finance
or public policy course in a program where a course in public eco-
nomics is not offered. The primary goal of this book is to contribute
to the use and understanding of public economics and its role in
public administration, public policy, and decision making. The book
exposes students of public policy and administration to a wide array
of current issues surrounding the public provision and production
of goods and services.

Three major reasons, I believe, explain the usefulness of such a
text. First, the book documents the history of economics and fiscal
doctrine and their place in public policy and administration. Second,
it provides a comprehensive exploration of the theory of public goods
and the structures from which resources are collected and expended.
Finally, it explores the emerging and heavily-debated issues of
economics that are important to students, faculty, and practitioners;
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for example, the effects of fiscal policies on saving and investment,
consumer behavior, labor supply, wealth, property, and trade. These
important reasons guided the development and organization of this
text.

Unlike textbooks, this handbook has no pictures, unless a supply
and demand figure is considered a picture. Another constraint is
that not all issues of public economics are included; for example,
specialization and the different market systems are not discussed.
My rationale for leaving out such topics, albeit important, rests on
a belief that most graduate students in public administration and
public policy have been exposed to these subjects in an undergrad-
uate economics course. If not, consulting an undergraduate intro-
ductory text should clear up questions that this book does not
address.

Each chapter was written specifically for this book and in a
manner that is simple and straightforward; as such the text is easy
to follow and understand. Although each chapter could stand alone,
the flow of the book was put together in such a way that the first
two parts establish the foundation of public economics. In addition,
each part substantiates the aforementioned reasons for this book.

Part I introduces public economics, fiscal doctrine, and the role
of democracy and bureaucracy within the economic framework.
Lynn C. Burbridge begins, in Chapter 1, with the history of econom-
ics and its doctrines from the Classical economists to the Marxists.
Fiscal systems and functions are presented by William Voorhees in
Chapter 2. Together, the first two chapters summarize the theory
and practice of fiscal doctrine. In Chapter 3, Jane Beckett-Camarata
addresses market efficiency and failure within the realm of demo-
cratic decision-making. Chapter 4 concludes Part I with Patricia
Moore outlining the role of bureaucracy and bureaucrats.

Part II focuses on the theory of public goods. Paul C. Trogen
defines public goods and Robert J. Eger III provides a detailed
analysis of the provision and production of public goods in Chapters
5 and 6, respectively.

Part IIT addresses the collection and distribution of government
resources. In Chapter 7, Carol Ebdon explains revenue sources, the
equity and efficiency of collecting revenues, and current trends and
implications. Building on fiscal federalism, Suzanne Leland pre-
sents the fiscal characteristics of public expenditures in Chapter 8.
Chapter 9, written by Shama Gamkhar, defines and analyzes inter-
governmental grants. The collection and distribution of resources
are not always in balance. Gary R. Rassel discusses, in Chapter 10,
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this imbalance by outlining its history and analyzes the impact of
public debt in the United States. The section concludes with appli-
cations of economic theory. John R. Bartle examines transportation
infrastructure and Donijo Robbins and Gerald J. Miller evaluate e-
government technology expenditures in Chapters 11 and 12, respec-
tively.

Part IV concludes the textbook and is composed of five chapters
focusing on market reactions to fiscal policies. In Chapter 13, Gerald
dJ. Miller provides an overview of the size, scope, and role of government
in the market system, its policies, and their impact on saving, invest-
ment, and productivity. Helisse Schayowitz, in Chapter 14, introduces
the household decision-making process and discusses consumer reac-
tion to taxation. John D. Wong, in Chapter 15, offers a detailed over-
view and analysis of the income, corporate, and social security taxes
on the supply of labor. In Chapter 16, Renée Irvin defines wealth and
examines the policies affecting wealth accumulation. Chapter 17 con-
cludes Part IV and the text with Rafael Reuveny presenting the scope
and the gains from international trade, as well as the impact of free
trade, restrictions, and international politics.

Finally, many labored to complete this project. I thank the con-
tributors for their efforts and patience, Jack Rabin for his encourage-
ment and support of the initial proposal, the production staff at
Marcel Dekker, and my graduate assistant, Genevieve Verhoeven, for
her help with this project. We welcome comments and feedback to
improve future editions of this text.

Donijo Robbins
Grand Rapids, Michigan






Contributors

John R. Bartle is a professor in the School of Public Administration
at the University of Nebraska at Omaha. He teaches and does
research in the areas of public finance policy and management,
public budgeting, applied economics, and transportation. He has
been published in a number of journals including Public Budgeting
& Finance, State and Local Government Review, and Journal of Public
Administration Research and Theory, and he is the editor of the book
Evolving Theories of Public Budgeting (2001). His doctorate is from
the School of Public Policy and Management at The Ohio State
University.

Jane Beckett-Camarata is an assistant professor of political sci-
ence at Kent State University. She teaches in the doctoral program
in public policy and the master’s program in public administration.
Beckett-Camarata earned her Ph.D. in public policy and adminis-
tration from Virginia Commonwealth University in 1998. Her
research interests include tax policy, comparative budgeting and tax
systems, economic development financing, and intergovernmental
fiscal relations. Beckett-Camarata’s most recent article examines
the effect of taxation as an incentive in revitalizing urban local

ix



X Robbins

economic development in Elizabeth, New Jersey. She has written
about financial emergencies and financial condition analysis and is
extending that research into the relationship between revenue fore-
casting accuracy and financial emergencies. She has published arti-
cles in Journal of Public Finance and Management, Journal of
Public Budgeting, Accounting & Financial Management, Municipal
Finance Journal, and Journal of Business Research. She is a mem-
ber of the Executive Council of the American Society for Public
Administration (ASPA) and is an active member of Association of
Budgeting and Financial Management (ABFM) and other profes-
sional organizations.

Lynn Burbridge has a Ph.D. in economics from Stanford Univer-
sity. She has worked at the Urban Institute and the Center for
Research on Women at Wellesley College. She has also taught at
Wellesley College and Rutgers University, Newark Campus. Her
work has focused on a number of public policy issues, the role of
the nonprofit sector in the U.S. economy, and the history of thought
in economics.

Carol Ebdon is an associate professor in the School of Public
Administration at the University of Nebraska at Omaha. She
received a Ph.D. in public administration from the University at
Albany, State University of New York. Her primary research and
teaching interests are in the areas of public budgeting and finance.
Recent research includes work in local government revenue diver-
sification, capital management, and citizen participation in the bud-
get process.

Robert J. Eger III is an assistant professor of public administra-
tion and urban studies in the Andrew Young School of Policy Studies
at Georgia State University. His pursuit of the development and
application of budgeting, finance, economic, and accounting principles
to public entities has rewarded him with opportunities to work with
an assortment of state, local, and single-purpose government orga-
nizations. Eger’s recent work has focused on price indexing for state
contracts in the volatile petroleum industry. He has an extensive
management background in both the public and private sectors.

Shama Gamkhar is an Associate Professor at the Lyndon B.
Johnson School of Public Affairs, University of Texas, Austin, TX.
She teaches courses on public finance, financial management and



Contributors xi

environmental economic policy. Her research interests include fiscal
federalism, intergovernmental grants, public school finance, and
environmental policy. She received a Ph.D. in economics from the
University of Maryland at College Park. She is the author of Federal
Intergovernmental Grants and the States: Managing Devolution
published by Edward Elgar in its series Studies in Fiscal Federalism
and State and Local Finance. Her research papers have been pub-
lished in the National Tax Journal, Public Finance Review, Public
Budgeting and Finance, Journal of Health Politics, Policy and Law
and National Tax Association Papers and Proceedings. Currently,
she serves on a committee for the study of the long-term viability
of the fuel tax for transportation finance conducted by the Trans-
portation Research Board of the National Academies.

Renée A. Irvin is an economist specializing in research on wealth
and nonprofit enterprise. Irvin joined the University of Oregon fac-
ulty in Fall 2001, where she serves as assistant professor of plan-
ning, public policy and management, as well as director of the
Graduate Certificate in Not-for-Profit Management. Her current
research includes regional wealth distribution and philanthropic
capacity mapping, the role of private philanthropy in regional gov-
ernment finance, and economic modeling of community foundation
formation and growth.

Suzanne Leland is currently an assistant professor in the Political
Science Department at the University of North Carolina, Charlotte.
She teaches in the areas of administrative behavior, urban politics,
and state and local politics. In addition she teaches intergovernmen-
tal relations and public administration theory in the Master’s of
Public Administration program. Leland received her Ph.D. in polit-
ical science from the University of Kansas in August 1999.

Helisse Levine-Schayowitz is presently a Ph.D. candidate in the
Graduate Department of Public Administration at Rutgers Univer-
sity, Campus at Newark. She has taught for the Department of
Economics at Rutgers University, Campus at Newark for several
years as a part-time lecturer and for the Department of Economics
and Finance at Fairleigh Dickinson University, College at Florham.
In addition, she has taken every opportunity to teach while pursuing
her degree and has most recently taught for the Masters of Public
Administration at Rutgers University, Campus at Newark while
completing her dissertation. Her teaching experience includes sta-



xii Robbins

tistics, research methods, principles of economics, political economy
and public administration, and capital budgeting. Levine-Schayowitz
received her undergraduate degree in economics and a master’s
degree in financial economics. Her thesis work is in the area of
public management and finance, with emphasis on statewide debt
management policy and the municipal securities market.

Gerald J. Miller is professor of public administration at Rutgers,
the State University of New Jersey in Newark. There he teaches
government and nonprofit financial management. Miller has pub-
lished 70 research articles, chapters, and monographs; they have
appeared in the Arbitration Journal (now Dispute Resolution Jour-
nal of the American Arbitration Association), International Journal
of Public Administration, Journal of Public Budgeting, Accounting
and Financial Management, Policy Studies Journal, Public Admin-
istration Quarterly, Public Administration Review, Public Budgeting
and Finance, Public Performance and Management Review, Public
Personnel Management, and Review of Public Personnel Adminis-
tration. He has published 19 books. He authored Government Finan-
cial Management Theory and edited the Handbook of Debt Manage-
ment. His coauthored and co-edited books include Performance-
Based Budgeting, Public Budgeting Laboratory (through two and
an upcoming third edition), Budgeting, Handbook of Public Admin-
istration (through two and an upcoming third edition), and Hand-
book of Strategic Management (now in a second edition). He is also
writing a research methods text (with Dr. Donijo Robbins) and has
co-edited a research methods handbook (with Dr. Marcia Whicker).
He earned his Ph.D. in political science from the University of
Georgia. He received a B.S. in economics from Auburn University
and an M.P.A. degree from Auburn University (Montgomery).

Patricia Moore is assistant professor of public administration at
Kean University in Union, New dJersey. She has a Ph.D. from Rut-
gers University, specializing in public budgeting and financial man-
agement. Her research interests are budget and organization theory.
Moore has published articles on the following topics: government
reorganization, budget allocation formula, and resource allocation
in school districts. She has 11 years of diversified administrative
and technical experience working with school districts, municipali-
ties, counties, and private nonprofit organizations in New Jersey.
She is a member of the American Society for Public Administration
and is active in civic and political affairs. Dr. Moore is a member of



Contributors xiii

the board of directors of the Bronx Bethany Corporation in New
York City.

Gary R. Rassel is Associate Professor of Political Science at the
University of North Carolina at Charlotte. He teaches public bud-
geting and finance, research methods, public administration, and
American government. His research areas include topics in budget-
ing and financial management, state and local government organi-
zation and administration, and art and culture policy. He is coauthor
with Elizabethann O’Sullivan and Maureen Berner of the textbook
Research Methods for Public Administrators. Rassel has M.A.
degrees from the University of South Dakota and Michigan State
University. His Ph.D. degree is from Michigan State University.

Rafael Reuveny is associate professor of political economy in the
school of public and environmental affairs at Indiana University,
Bloomington. His research focuses on causes and effects of economic
globalization, causes and effects of political conflict, and sustainable
development. His recent book, entitled Growth, Trade and Systemic
Leadership, coauthored with William R. Thompson, was
published in 2004 by Michigan University Press. His papers
appeared or are forthcoming in various academic journals, including
International Studies Quarterly, Journal of Politics, Review of Inter-
national Political Economy, Journal of Peace Research, Journal of
Conflict Resolution, Policy Studies Journal, Policy Sciences, Ecolog-
ical Economics, International Organization, Review of International
Economics, and American Journal of Political Science.

Donijo Robbins is associate professor for the School of Public and
Nonprofit Administration at Grand Valley State University in Grand
Rapids, Michigan, where she teaches graduate and undergraduate
courses in public budgeting, financial management, and research
methods. Robbins received a B.S. degree (1994) in economics and
political science from Central Michigan University and a M.A. degree
(1995) in economics and a Ph.D. degree (1998) in public administra-
tion from Rutgers, The State University of New Jersey in Newark.

Paul C. Trogen is assistant professor of public finance at East
Tennessee State University in Johnson City, Tennessee. His teaching
interests include public finance, budgeting, public organizations, and
economics. He enjoys researching determinants of economic devel-
opment, interactions between public policies and markets, economic



Xiv Robbins

reforms, and public budgeting. He has published articles in Journal
of Financial and Economic Practice (JFEP), International Journal
of Economic Development (IJED), Journal of Public Budgeting,
Accounting, and Financial Management (JPBAFM), and Southeast-
ern Political Review (SPR). He has also written chapters in the
Handbook of Comparative and Development Administration (27 edi-
tion) and the Handbook of Bureaucracy, both published by Marcel
Dekker. Trogen has a Ph.D. in public administration from Florida
State University (1995), with a concentration in public financial
management.

William Voorhees is an assistant professor of public finance in the
School of Public Affairs at Arizona State University. His research
and publications have investigated topics such as revenue forecast-
ing, governmental accounting, and tax-exempt bonds. Voorhees is a
member of the Governmental Accounting Standards Advisory Coun-
cil and is on the Executive Board of the Association of Budgeting
and Financial Management. Prior to his teaching career, Dr.
Voorhees was employed for over 20 years in the health care financial
management systems industry. He holds a Ph.D. from the School of
Public and Environmental Affairs, Indiana University at Blooming-
ton, and an M.P.A. degree from the Andrew Young School of Policy
Studies at Georgia State University in Atlanta.

John D. Wong is associate professor in the Hugo Wall School of
Urban and Public Affairs at Wichita State University (WSU). He
received his Bachelor of Business Administration and Master of Arts
in Economics degrees from WSU, a Juris Doctorate from Washburn
University, and a Doctor of Philosophy degree from Northeastern
University. In 1995, Wong served the Kansas Governor’s Tax Equity
Task Force as a consultant on the distributional impact of tax reform
and the effect of taxation on economic development. He is presently
the principal author of the annual Governor’s Economic and Demo-
graphic Report, senior consulting economist for the official Kansas
Consensus Revenue Estimating Group, a consulting economist for
the Kansas Department of Revenue, and a consulting economist for
the Kansas Department of Human Resources. He has also previ-
ously served as a consultant for several cities and counties. Wong
coauthored State and Local Government Capital Improvement Plan-
ning and Budgeting and Public/Private Partnerships and has writ-
ten extensively on public finance and policy issues including several
articles on revenue forecasting, taxation, electric utility deregula-



Contributors XV

tion, and health care finance, as well as contributions to the Hand-
book on Taxation and the State and Local Government Debt Issu-
ance and Management Service. Wong’s primary teaching
responsibility is in the areas of public finance and public policy, and
he has taught graduate level courses in public sector economics,
public finance, local government finance, state and local financial
systems, urban and regional economic development, policy analysis
and program evaluation, and public works. He has also taught
several classes in the areas of criminal justice and law and geron-
tology and has made numerous professional development and train-
ing presentations on fiscal management issues to finance officers
and other state and local government officials. Wong is also licensed
to practice law in Kansas state and federal courts as well as the
U.S. Supreme Court.






Table of Contents

PART I Introduction to Public Economics
and Fiscal Doctrine

1 The Evolution of Economics: The Search for a Theory
of Value 3

Lynn C. Burbridge

2 Basic Economics of Fiscal Decentralization 87

William Voorhees

3 Voting and Representative Democracy 109

Jane Beckett-Camarata

4 Bureaucracy and Bureaucrats 141

Patricia Moore

xvii



xviii Robbins
PART II Theory of Public Goods

5 Public Goods 169
Paul C. Trogen

6 Provision and Production of Public Goods 209
Robert J. Eger 111

PART IIT Collection, Allocation, and Distribution
of Resources

7  Tax Systems and Structures 235
Carol Ebdon

8 Fiscal Characteristics of Public Expenditures 271

Suzanne Leland

9 Intergovernmental Grants 291

Shama Gamkhar

10 Public Debt and Stability 323
Gary R. Rassel

11 Transportation Infrastructure 375

John R. Bartle

12 E-Government Expenditures 407
Donijo Robbins and Gerald J. Miller

PART IV Market Reactions Collection, Allocation,
and Distribution

13 Government Fiscal Policy Impacts 425
Gerald J. Miller



Table of Contents

14

15

16

17

Taxation and Consumer Behavior
Helisse Levine-Schayowitz

Federal Taxes and Decision Making: Individual Income,
Corporate Income, and Social Security Taxes

John D. Wong

Wealth, Property, and Asset-Building Policy in the U.S.

Renée A. Irvin

International Trade and Public Policy: The Big Picture
Rafael Reuveny

Xix

523

561

679

705






Part |

Introduction to Public
Economics and
Fiscal Doctrine






The Evolution of Economics:
The Search for a Theory of Value

LYNN C. BURBRIDGE
Pacifica, CA

That evening there was a huge dinner of captains of
industry, bankers, and professors. Keynes sat next to Max
Planck, the German physicist and Nobel prize winner.
Planck told him that he had thought of studying econom-
ics early in his life but had found it too difficult....What
Planck meant was that economics was imprecise and intu-
itive, and therefore “overwhelmingly difficult” for those
whose gift was to imagine, and pursue the implications
of known facts.

—Robert Skidelsky, John Maynard Keynes:
The Economist as Savior, p. 119.
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1.1 INTRODUCTION

The above story about John Maynard Keynes’ encounter with
Max Planck has been told so often one wonders whether it is
apocryphal. Keynes’ biographer, however, confirms that Keynes
did in fact tell this story in his obituary of another great
economist, his mentor, Alfred Marshall. It is interesting to
begin with this tale because many economists have, in fact,
tried to steer economics to emulate the natural sciences, par-
ticularly physics. Planck’s statement, while a compliment in
emphasizing the difficulties in analyzing and understanding
the complexities of economic systems, would be discouraging
for those who have sought throughout the history of the field
to give it the same precision as is found in physics (Mirowski,
1989). The subtitle of this chapter, “The Search for a Theory
of Value,” underlines the efforts spent by economists to find
universal laws underlying the working of the economy that
would have the same power as a theory of gravity or the
second law of thermodynamics, or the conservation principle,
ideas that have been important in the history of physics.

The search for a theory of value, therefore, becomes a
useful organizing tool to discuss the evolution of economics
(see Figure 1.1). While not all economists spend as much time
thinking about whether economics has a good theory of value,
some of the important turning points in the history of the
field have centered on finding or improving on one. And some
feel that the field is ultimately about value (e.g., Schumpeter,
1966; Stigler, 1965): what people value, the valuation process,
impediments to the valuation process, and what value actu-
ally means. It is a concern that begins with the earliest phi-
losophers to discover the intrinsic source of value, over and
above the price something may fetch in the marketplace, but
received its first truly thorough treatment with the classical
economists, starting in the eighteenth century.

Before beginning, an apology is in order, however. This
chapter is a layperson’s guide to the history of thought. A
detailed critique of various doctrines is beyond the scope of
this already long piece. The focus is on the evolution of eco-
nomic thought and critical turning points in the history of
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6 Burbridge

that thought. Much is left out. For a detailed critique, the
reader is referred to Schumpeter (1966), with 1100 pages of
analysis, and Blaug (2002), with 700 pages.

1.2 THE CLASSICAL ECONOMISTS
1.2.1 Precursors

Before getting to the eighteenth century, many historians of
economic thought begin with the earliest discussions of eco-
nomics, usually going back to the fourth century B.c. to the
time of Aristotle. One should note, however, that Huag-Chang
(1974) traces economic thought even further back to the writ-
ings of Confucius in the sixth century B.c. in China, and Sen
(2002) notes an Indian philosopher, Kautilya, who was pri-
marily responsible for writing Arthasastra, a book devoted to
economics and politics, around the same time that Aristotle
was speculating about economic topics interspersed with his
writings on politics and ethic. So the current discussion
focuses on the Western tradition in economic thought as it
has evolved over time; which, after all, is the tradition that
influenced the classical scholars of the eighteenth century.
The word economics comes from the Greek word, oikono-
mia, which was a discipline that focused on estate manage-
ment and public administration (Lowry, 1979). And generally
when Aristotle (384-322 B.c.) used this term, he was referring
to household management.* Nevertheless, he discussed a
number of topics relevant to current economic thought (Spie-
gel, 1991). He was the first to discuss the difference between
value in use and value in exchange, which has been an impor-
tant consideration in the development of theories of value in
modern economics. He was one of the first to give a defense
of private property, using an argument familiar to many econ-
omists, that private property provides an incentive for owners

* It is important to remember that in ancient Greece most people lived on
self-sufficient farms. A separate economic sphere was unheard of for most
people. So since most economic decisions involved household management,
this was not a trivial topic.
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to use their land more productively. This was also an argu-
ment adopted by the Greek Stoics, a philosophical school of
thought that emerged towards the end of Aristotle’s life. The
Stoics made contributions to the field of logic, and they
embraced reason and the concept of natural law. Stoicism was
introduced to the Romans around 200 B.c. and had a profound
influence on Roman jurisprudence.

Nevertheless, like many of that time, Aristotle was
opposed to interest, which he felt led to unnatural accumula-
tion (Ekelund and Herbert, 1975). And while he felt commerce
was necessary, he was suspicious of it; as the Greeks — plac-
ing social cohesion above the benefits that might come from
trade — felt that the specialization that would result could
undermine the common purpose (Polanyi, 2001; Muller, 2002).

Schumpeter (1966) was dismissive of Aristotle’s contri-
bution to economics, for while he condemned interest (because
of his social concerns), he never tried to analyze why people
are willing to charge and pay for interest — the “why” questions
that are of importance to economists. Lowry (1979) disagrees,
noting the G.L.S. Shackle (1972) definition of economics as a
field that reduces incommensurables to common terms, which
is something Aristotle did, in fact, do.

Spiegel (1991) notes that the less philosophical Romans
contributed significantly less to economic thought, unless one
takes into account the importance of Roman law — especially
that dealing with contracts and property — that served as a
framework for British common law, which supported the emer-
gence of capitalism. Roman jurists adopted from the Stoics
the concept of natural law — of great importance to classical
political economists — which was “interpreted to embody the
all-pervasive reason that governs the world and to reflect the
nature of things” (Spiegel, 1991, p. 36). Schumpeter (1966)
also gives credit to Roman jurists in contributing to economic
thought, albeit in regards to practical purposes, because they
often did ask the right kinds of questions — the “why” questions.

Schumpeter (1966) also credited many of the Scholastics
for asking the right questions. Following the fall of the Roman
Empire, discussions of economic issues fell into the hands of
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priest-scholars, who attempted to carry on the legacy of Aris-
totle. Saint Thomas Aquinas (1225-1274) is particularly given
credit for trying to reconcile Catholic philosophy with Aristote-
lian thought. He was a defender of private property, defended
the businessman, and held profit as morally neutral. He
defined the concept of a “just price” in terms of the prevailing
market price, and opened the door to reconsidering prohibi-
tions against usury (Muller, 2002; Schumpeter, 1950; Screp-
anti and Zamagni, 2001; Spiegel, 1991). Although he defended
commerce, Aquinas expressed concerns about people making
money for its own sake or to improve their places in the social
order (Muller, 2002). Aquinas and the other scholastics were
also concerned with the concept of natural law and provided
some inklings of a subjective (utility) theory of value (Schum-
peter, 1966; Robbins, 1948).

With the demise of feudalism and the emergence of mer-
cantilism in the sixteenth century, one sees an explosion of
writing on economic issues, which can be found in hundreds
of pamphlets that were written and distributed, thanks to
advances in the printing press.* This was a time when the
focus was on the consolidation of the nation state; with a
mercantilist philosophy that advocated active government
intervention to promote the trading dominance of the nation
and the accumulation of gold and other forms of wealth in
the interest of the state. Intellectuals were more willing to
advocate the pursuit of wealth for its own sake and the idea
that only through love of one’s self could one benefit others —
i.e., that self-interest leads to trade that benefits all of society
(Muller, 2002). Because these were radical ideas for the time,
many of the pamphlets written on these topics were anony-
mous (Letwin, 1964). Although most of these pamphlets were
focused on practical matters — such as the money supply and
usury laws — some of the discussions opened by the mercan-
tilists are with us today, especially in terms of the role and
importance of money (gold) in stimulating the economy.

* Schumpeter notes that most of this writing was not in English. Commen-
tators from Italy, Spain, France and England contributed to this literature.
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Eklund and Hebert (1975) note that the mercantilist writ-
ers were very concerned that their writings sound “scientific,”
rather than merely self-serving. The most successful, accord-
ing to Letwin (1964), was Dudley North (1641-1691), who
produced the first equilibrium model (although rudimentary)
with respect to the money supply and was one of the first to
suggest that the interest rate is a price for the use of money,
an idea later used by Keynes.

By the seventeenth century, philosophers such as Voltaire
(1694-1778), who came to be a wealthy man in his own right,
were openly advocating the pursuit of the wealth through the
market (Muller, 2002). The early seventeenth century was
also the time when the term political economy was used in a
book title for the first time: Traité de l’économie politique by
a French manufacturer named Montchrétien. While the book
is not highly regarded, it is important to note that the author
used the term political economy to distinguish it from the
household economics that was of concern to the ancient phi-
losophers (Screpanti and Zamagni, 2001). Most importantly,
the seventeenth century was a time of the emergence of ratio-
nalist philosophers such as Descartes and John Locke, who
were optimistic in their belief in the power of reason. This
optimism was enhanced by discoveries in science, particularly
those of Newton, whose work presented the possibility of a
knowable universe.

Locke (1632—-1704) is particularly important to the his-
tory of economic thought. He developed the idea of private
property as a natural right and gave a reasonable description
of what economists call the quantity theory of money, which
suggests that large injections of money into the economy will
generally result in higher prices rather than greater output
and wealth. This was an idea that ran counter to that of many
mercantilists, who often felt that the state could not accumu-
late too much gold. It remains one of the first modern eco-
nomic arguments made about the causes of inflation and
includes a clear understanding of the velocity of money
(Schumpeter, 1966). Locke also discussed the “natural” rate
of interest, thus incorporating a natural law concept into the
discussion of economics. Further, his deductive method was
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adopted by the classical economists and remains a cornerstone
of modern economics (Letwin, 1964). Locke also suggested the
possibility of a labor theory of value but did not really use it.

Locke was not the only philosopher to make a contribu-
tion. Letwin (1964) points out that most British philosophers
writing between 1660 and 1850 focused on economic issues —
Locke, Berkeley, Hume, Bentham, and John Stuart Mill — an
indication of the extreme importance of economic theory to
the times. Some were skeptics, however. One was Edmund
Burke (1729-1797), who is famous for saying, in response to
the French Revolution, that the “age of chivalry is gone. That
of sophisters, economists, and calculators has succeeded, and
the glory of Europe is extinguished for ever” (Muller, 2002,
p- 132). Burke was concerned that rationalism was undermin-
ing those social institutions that were necessary for the pres-
ervation of social order, a concern that is also expressed by
Hegel some years later.

1.2.2  From Petty to Hume

William Petty (1623-1687) was a physician and a contempo-
rary of John Locke. He is often cited as the first of the classical
economists for two reasons. Letwin (1964) described his eco-
nomic treatises — Treatise on Taxes and Political Arithmetik —
as the first truly scientific works in economic theory, citing
the internal unity and economy of his analyses, the absence
of ad hoc explanations, and his use of basic data to highlight
his key points. For Marx in A Contribution to the Critique of
Political Economy (1859), Petty stood out for his search for
“natural value,” recognizing labor as the key source of value,
with land playing a smaller role in contributing to value. He
acknowledged the importance of the division of labor (antici-
pating Smith) and had at least some sense of economic surplus
(Niehans, 1990; Screpanti and Zamagni, 2001). In the course
of his work, Petty derived the concept of National Income,
which would become of great importance to modern macro-
economics, and demonstrated an understanding of the possi-
ble impact of population growth, long before Malthus. He also
introduced many terms to the lexicon of economics; for example,
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as far is known, he was the first to adopt the term ceteris
paribus — all things remaining equal — which is liberally
sprinkled throughout economic writing up to the present
(Spiegel, 1991). Use of the term suggests scientific inquiry,
where one is trying to understand the impact of one variable
while holding constant the impact of other possible variables.

Richard Cantillon (1680-1734), a French businessman,
is also of interest in having a value theory based on land and
labor — but giving more weight to land than Petty — and in
the scientific nature of his conceptualizations, most impor-
tantly a circular-flow model of the economy. In his Essay on
the Nature of Commerce in General (1730), he also tried to
emulate Petty in attaching a statistical appendix to his work,
but it was lost and remains unavailable to this day. Cantillon
is also known for a rudimentary theory of population that
anticipates Malthus, with a tendency of the wage to converge
to subsistence as a result of population growth (Letwin, 1964;
Niehans, 1990; Screpanti and Zamagni, 2001). In his mone-
tary theory, Cantillon was the first to recognize that the effect
of an injection of money into the economy depends on who
are the initial recipients of the cash injection, in what Blaug
(2002) refers to as the “Cantillon effect.”

Cantillon had a big influence on the Physiocrats, which
Spiegel (1991) describes as the first school of economics with
a recognized leader, Francois Quesnay (1694-1774) — a court
physician to Louis XV — and a dedicated group of well-con-
nected followers. From Cantillon, Quesnay inherited the cir-
cular flow model, which he used to produce his Tableau
Economique, a one-page model of the economy with flows
going through different sectors of the economy, showing the
interdependence between various productive processes.
According to Niehans (1990), the Tableau is a precursor of
macroeconomic and general equilibrium models that were to
be developed 200 years later, but it was not well appreciated
in its time.

The Physiocrats also inherited from Cantillon a bias in
favor of the landowning class. They completely rejected a labor
theory of value for a theory that makes land the source of all
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value. Their point of view reflected an antipathy to mercan-
tilism, an antipathy that was shared by most classical econo-
mists, but they failed to see the great potential of industry
and the ability of labor to be productive both on land and with
machines (Heilbroner, 1999; Canterbery, 1976). They saw land
and rural life as superior to industry and wanted to reform
the French economy and promote large-scale farming (Spiegel,
1991). This focus ultimately diminished their historical impor-
tance, but they did make important contributions to political
economy.

First, their Tableau and their theorizing suggested an
economy that can reproduce itself “naturally.” They are the
inventors of the term “laissez-faire,” leave it alone, let the
economy operate by its own laws, with a minimum of govern-
ment interference. According to Screpanti and Zamagni
(2001), the Physiocrats studied the economy as if it were a
natural organism; the influence of science, Quesnay’s medical
training, and natural law philosophy is quite apparent. Sec-
ond, they introduced concepts that would flow through the
classical literature, such as laissez-faire, the designation of
productive and unproductive labor, and the concept of dimin-
ishing returns. The latter is attributed to another Physiocrat,
Anne Robert Jacques Turgot (1727-1781), who is the only
other Physiocrat who is remembered in our time.

In spite of Adam Smith’s disagreements with this philos-
ophy, Quesnay — whom he met on a visit to France — was
an important influence. The other key influence was Smith’s
good friend David Hume. Hume (1711-1776) was a political
philosopher who wrote on a number of topics, including eco-
nomics. Like Locke he criticized mercantilist arguments, but
Hume attacked their preference for large trade surpluses, as
they would — he argued — lead to increased prices, a loss of
competitiveness, and flows of cheaper imports that would just
rebalance the trade accounts — a very modern macroeconomic
argument, demonstrating a tendency to equilibrium. Hume
also made a very modern argument extending the quantity
theory of money: while an influx of gold will increase prices
in the long run, an increase in the money supply can have an
impact on output in the short run (Niehans, 1990). Hume
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offered a commitment to natural law, which translated into
arguments suggesting a system that moves to equilibrium
when unimpeded, in combination with acute observations on
how the money supply may affect output.

1.2.3 Adam Smith

Adam Smith (1723-1790) was the first of the classical econ-
omists to be a professor. He was a professor not of economics,
however, but of moral philosophy.

Schumpeter (1966) pointed out, however, that moral phi-
losophy was a precursor to the social sciences. It was the
branch of philosophy that dealt with the science of the mind
and society, as distinguished from natural philosophy, which
gave birth to the physical sciences and mathematics. Smith’s
early work focused on moral and ethical issues, and he took
up the subject of political economy relatively late in his career.
That he did so should come as no surprise; as noted earlier,
economic theory was an important issue for British philoso-
phers of that time. (Smith was Scottish.) Smith was also a
friend of Hume, Quesnay, and Voltaire, all of whom were
engaged with the topic.*

Many people view Adam Smith as an apologist for capi-
talism, but most economic historians view him as a true
scholar concerned about analyzing the prospects for the newly
emerging system. He did not believe in accumulation for the
sake of accumulation, but as a benefit to society as a whole;
as a moral philosopher he was not a crude advocate for self-
interest, although his work has been used by others for this
purpose (Heilbroner, 1999; Niehans, 1990). Blaug (2002) notes

* Classical political economy involved a relatively small group of scholars
who knew each other well. In addition to these relationships of Smith’s,
John Malthus, James Mill, and David Ricardo, whom we shall discuss
shortly, were good friends. Hume and Rousseau were friends of Thomas
Malthus’ father. Ricardo gave John Stuart Mill (James Mill’s son) his first
lessons in political economy while he was still a teenager. In later periods,
other economists would have economist fathers, including two responsible
for important and pathbreaking work in the field: Léon Walras and John
Maynard Keynes.



14 Burbridge

his frequent acerbic comments — that landowners love “to reap
where they never sowed” or that entrepreneurs seek “to widen
the market and to narrow the competition” — as evidence of
his skepticism about the motives of men. There is no doubt
that Smith was quite optimistic about the benefits of com-
merce, however. He lived in a harmonious Newtonian and
Cartesian universe and, assimilating the ideas of Locke, imag-
ined an economic system that operated by natural law
(Letwin, 1964; Canterbery, 1976; Spiegel, 1991).

These ideas are incorporated into Adam Smith’s seminal
book, An Inquiry into the Nature and Causes of the Wealth of
Nations (1776), which is one of the most profoundly influential
books of all time. Some make note of the fact that many of
the ideas in the book can be found in the work of precursors
to Smith, but Smith is credited for presenting these ideas in
a clear, comprehensive, and scholarly manner — unlike any-
one before him. He brought all of the threads of political
economy together in a masterful synthesis, setting the tone
for much of the work that was to follow.*

For example, although the importance of the division of
labor in society was known, Smith fully worked out the impor-
tance of a factory system based on specialization, demonstrat-
ing the great productivity gains that can result. The motive
force for this system, however, was competition in combination
with self-interest (Heilbroner, 1999). While not justifying self-
interest, he, like many of his time, felt that self-interest was
the nature of man. He argued that a competitive system could
marshal the self-interested behavior of men and push them
towards activities that would benefit society as a whole. Some-
one engaged in trade, who overcharged customers or —
because of some advantage — reaped a large profit, would
soon find this profit or advantage eroded by competition. Thus
an invisible hand moved the system toward one where there

* Sir James Steuart (1712-1780) actually published a synthesis, Principles
of Political Economy, in 1767, almost a decade before Smith. But it was
poorly written and lacking in cohesion, resulting in limited success (Spiegel,
1991).
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would be a large quantity of goods at the lowest price. Society
would benefit from the self-interested behavior of others.
Smith, at a more “macro” level, discussed the accumula-
tion of capital that results from the increasing wealth in
society. This accumulation benefits society insofar as it is
invested in the production of goods. So the self-interested
accumulation of wealth can also benefit society. Serving as a
check on the accumulation of wealth, however, is population
growth. Increasing wealth results in higher wages, which — by
making the lives of the working class more comfortable —
encourages population growth. This encourages competition
among workers, resulting in decreased wages and a fall in
the population. Then the cycle of accumulation begins again.
Thus, both his micro-level discussion of competition and the
production of goods and his macro-level discussion of accumu-
lation and population growth suggest a self-regulating system
that can always right itself if it goes too far in any given direc-
tion (Heilbroner, 1999). This depiction fit within Smith’s concern
to emulate a kind of Newtonian vision of the economic world.
Smith also discussed a labor theory of value, rejecting
the point of view of the Physiocrats. But Smith saw the labor
theory of value as only relevant in a barter economy and largely
relied on a cost of production theory of value. Only later, with
Ricardo, does one find a full statement of a labor theory of
value. What he did take from the Physiocrats — other than
their natural law conceptions of the economy — is their belief
in laissez-faire, a term he adopts in his own work. The self-
regulating system of capitalism can only work effectively if it
is not interfered with by government. The mercantilist ethic
of heavy government involvement in the economy had to go.
It should also be noted that Smith was not insensitive
to the situation of the working class. He strongly believed in
the provision of public education as an antidote to the often
mind-numbing factory work that was available to them. But
ultimately he felt that the clockwork economy that he depicted
would bring them greater benefits than the mercantile
system — based on special privileges for the wealthy and well-
connected. Canterbury (1976) has also noted that the extreme
poverty of the urban slums, as witnessed by Marx, were not
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as common in Adam Smith’s world, as he lived prior to the
Industrial Revolution and the consequent social disruptions
that it caused. So his optimism was a reflection of more opti-
mistic times.

Although The Wealth of Nations went on to be a highly
successful and influential book, it was another 25 years before
a well-organized school of thought developed — centered
around David Ricardo and his amendments to Smith’s work.
Prior to David Ricardo, however, Thomas Malthus made a
significant contribution to the emerging classical school.

1.2.4 Thomas Malthus

Thomas Malthus (1766-1834) is interesting not only because
of his famous work, An Essay on the Principle of Population
(1798) and because of his friendship with David Ricardo, but
because he was the first person to obtain an academic position
in political economy (albeit at a college founded by the East
India Company), signifying the growing recognition of the
need to provide training in political economy (Heilbroner,
1999). As the first professional economist, he was a path-
breaker in his own right. Nevertheless, Heilbroner (1999)
notes that the academic Malthus was more concerned with
pragmatic real world issues, while Malthus’ friend, Ricardo,
who had a “real world” career (investment banker), retired to
devote the remainder of his short life to theory.

Malthus was 32 when he wrote his essay on population
and was planning on a career as a parson. His book, challeng-
ing the optimistic and utopian theories of men like Godwin
and Condorcet, changed the trajectory of his life. Malthus had
less confidence in the Age of Reason, arguing that increasing
population would erode any of the productivity gains that had
resulted. As we have seen, concerns about the negative impact
of population predate Malthus; Cantillon (1730) is famous for
describing people as capable of reproducing like “mice in a
barn.” Then Smith described population growth as a check on
the accumulation of capital. But although Malthus was not
proposing an original idea, his dramatic statement of the
problem, as he saw it, had a profound effect.
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According to Malthus (1798), economic growth will raise
wages and result in increasing population. He then argues
that while gains in agricultural productivity increase food
production arithmetically, population increases geometrically;
thus gains in food production will never keep up with gains
in population. It is perhaps this assertion, more than any
other, that made Malthus’ argument more compelling and
alarming than statements made by others on this issue, in
spite of the lack of evidence for the assertion. The result of
this situation, according to Malthus, will be cycles of famine,
disease, and extreme poverty, when the size of the population
will outstrip the ability of society to feed people. These dis-
ruptive periods will result in population declines and the
process will begin again. While this sounds like Smith, the
latter did not depict population declines as resulting from
such dire circumstances. Interestingly, it is this description —
of cycles of famine and disease — that may be corroborated
by historical evidence, since Europe was on a number of occa-
sions decimated by famine and plagues, resulting in fairly
large swings in population from one century to the next.
Knowledge of this history, in combination with the population
theories of early political economists, may have informed his
work and made his ideas convincing to others as well. Ulti-
mately, however, Blaug (2002, p. 71) found Malthus guilty of
constructing an “apocalyptic fallacy,” which he describes as a
prediction with an open-ended time horizon, such that it can
never be falsified.

Malthus went further and argued against providing any
assistance to the poor as that would only encourage the sit-
uation. Malthus’ policy prescription particularly enraged
social activists. It is said that Charles Dickens, in creating
Scrooge in A Christmas Carol (1843), was referring to Malthus
when he depicted Scrooge as being opposed to charity and
indifferent to the dire circumstances of the poor. [“If they
would rather die,” said Scrooge, “they had better do it, and
decrease the surplus population” (p. 19).] Given what hap-
pened to Scrooge, one can only guess what Dickens thought
would be appropriate for Malthus. In actuality Malthus was
not as hostile to the poor as many surmised, but he felt the
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consequences of population growth were inevitable, although
in subsequent editions of his essay he admitted the possibility
that education and birth control could contain the problem
(Canterbery, 1976). One person who was affected by Malthus
was Charles Darwin (1809-1882), who credited Malthus with
influencing his ideas about natural selection and his theory
of evolution, which were encapsulated in The Origin of the
Species, published in 1859 (Spiegel, 1991).

Although Malthus’ dire predictions proved false in the
West, predictions such as his continue to be made about global
population growth. Not surprisingly, these predictions are
referred to a Malthusian.

Another area in which Malthus’ theorizing was more
prophetic was in his discussion of the possibility of general
gluts and secular stagnation. For many economists, long-term
crises of overproduction or under-consumption were inconceiv-
able in the self-regulating system that they believed capital-
ism to be, although they recognized the reality of short-term
business cycles. Malthus fought a losing battle trying to con-
vince Ricardo and other political economists that the economy
could be prone to stagnation. It was left up to Keynes to revive
Malthus’ reputation in regard to this issue. He is now consid-
ered to be one of the earliest thinkers in business cycle theory
(Spiegel, 1991), although Blaug (2002) traces this concern to
the writings of the Physiocrats who, like Malthus, defended
the extravagant spending of the landed aristocracy as con-
tributing to the economy.

1.2.5 Jean Baptiste Say and the
Continental Economists

One of the economists most influential in debunking the idea
of the inevitability of secular stagnation was Jean Baptiste
Say. The Ricardians, rather than accepting Malthus’ view,
adopted what came to be known as Say’s Law. Jean Baptiste
Say (1767-1832) was probably the most influential French
political economist of his time. His two-volume work, Traité
d’Economie Politique, published in 1803, was widely read and
very influential in Europe and North America. According to
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Say’s Law, a demand for goods is created by the production
process, so that one will balance the other; in other words,
aggregate supply and aggregate demand are interdependent.
In spite of objections by Malthus and later by Marx, this view
of the economy was held by most political economists until
laid to rest by the Great Depression and the theory of John
Maynard Keynes (1964) that the holding of money in various
liquid assets creates a condition of insufficient demand to
meet available supply, resulting in an equilibrium with high
unemployment, an impossibility in Say’s conception. But Say’s
Law fit well within a natural law conception of the economy
as self-balancing and self-correcting.

Say, as Europe’s foremost interpreter of Adam Smith, did
not adopt the labor theory of value proposed by Ricardo,
however. Rather he presented three factors of production:
land, labor and capital. His work suggested a subjective the-
ory of value, based on utility, but it was not fully developed
(Spiegel, 1991).

It is worth pausing at this time to distinguish between
a labor theory of value and subjective theories of value. The
latter suggest that value is determined by its utility to indi-
viduals; in other words, it is subjectively defined. Ricardo’s
labor theory of value, in which labor time is the one invariant
standard of value, remained the dogma for British economists
until the “Marginalist Revolution” of the 1870s, which shall
be discussed shortly. It continues to be the theory of value for
Marxist economists. But even before Ricardo, as well as dur-
ing and after his lifetime, subjective theories of value were
being expounded by many Continental scholars. So although
books on the theory of economic thought often depict subjec-
tive theories of value as coming after the labor theory of value,
it may be worthwhile listing some of the European economists
and mathematicians who proposed some version of a subjec-
tive theory value (in addition to Say), during a time when it
was unpopular or unheard of in Britain: Daniel Bernoulli
(1700-1782), Ferdinando Galiani (1728-1787), John Heinrich
von Thiinen (1783-1850), Augustin Cournot (1801-1877), Jules
Dupuit (1804-1866), and Herman Henrich Gossen
(1810-1858). Many of these scholars did not gain recognition
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until long after their deaths. One reason for a greater interest
in subjective theories of value on the Continent may be the
greater mathematical training of many of the Continental
scholars and the greater amenability of utility theory to math-
ematical theorizing. One cannot ignore, however, David
Ricardo’s charismatic presence and his ability to attract a
number of scholars to his position, resulting in a true school
of thought that was both committed and cohesive, unlike
anything that developed in Continental Europe.

1.2.6 David Ricardo

David Ricardo (1772-1823) was so successful as an invest-
ment banker, having made a fortune while still in his twen-
ties, that he was able to retire young and devote himself to
political economy. His accomplishments are even more
impressive when one considers that he died at the age of 51.
James Mill, a British philosopher known primarily for his
advocacy of utilitarianism, a philosophy developed by his
friend Jeremy Bentham, was an important source of encour-
agement to Ricardo.

Ricardo published Principles of Political Economy and
Taxation in 1817, and it soon became a bible for many of those
interested in political economy. In contrasting it to the previ-
ous political economy bible, The Wealth of Nations, one notices
a number of important differences. First, it has a more fully
developed labor theory of value, which Ricardo does not back
away from in the way that Smith did. In fact, Schumpeter
has criticized Ricardo for his failure to acknowledge the
importance of supply and demand in determining price for
the sake of preserving his labor theory of value, in spite of
the fact that “the concepts of supply and demand apply to a
mechanism that is compatible with any theory of value and
indeed is required by all” (Schumpeter, 1966, pp 601). Second,
he derived from his labor theory of value a theory of distri-
bution, which was undeveloped in Smith’s work. After
Ricardo, few would attempt an exposition without a theory of
distribution. According to Blaug (2002), the central purpose
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of Ricardo’s labor theory of value was to explain distribution,
not to explain prices.

Using Malthus’ theory of population, Ricardo (1817)
asserted that wages are generally pushed down to the sub-
sistence needs of workers. Since the value of a product
depends fundamentally on labor costs, profits are a surplus
that remains after paying for labor. However, as the popula-
tion expands and more land is put into production to feed it,
the price of food rises, and rent accrues to those landowners
on the more fertile land. (Those on the more marginal lands
that have been brought into production to feed the expanding
population do not acquire rents; because of competition, land-
owners on marginal land only recover their costs of production
which are, of course, labor costs.) The rise in rents results in
a rise in food prices and a decrease in profits. Thus, Ricardo’s
theory of distribution consists of subsistence wages for workers,
which incorporates rents for landowners on fertile land and
a remaining surplus for the capitalist.

In such a system, there is always a tendency for the rate
of profit to fall. The concept of a tendency for the rate of profit
to fall is consistent with Smith, who saw competition and
population checks impinging on profitability, as well. Ricardo
has more to say about the encroachment of landlords on prof-
itability, a group Ricardo saw as sucking the life out of the
system because of their rents.

Ricardo’s theory of distribution also incorporates the con-
cept of diminishing returns. In this case, Ricardo is talking
about the diminishing returns to agriculture, which result in
increasing rents. But the concept of diminishing returns, or
its counterpart, increasing costs, from Ricardo forward, becomes
an important component of economic thinking up to the
present. According to Blaug (2002), Malthus, Robert Torrens,
and Edward West also deserve credit for contributing to the
idea of diminishing returns, in addition to the early contribu-
tion of Turgot.

Another contribution from Ricardo is his theory of com-
parative advantage. Ricardo argued that it made more sense
for countries to specialize in those commodities that they
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produce more efficiently and then engage in trade to obtain
the additional products needed, which other countries may
produce more efficiently. In other words, countries should
focus on areas where they have the greatest comparative
advantage. Thus he extends Smith’s ideas about the efficiency
of the division of labor to include specialization by countries.
The policy prescription that comes from this argument is that
free trade results in the greatest quantity of goods at the
lowest price. This runs contrary to mercantilist theories
emphasizing trade surpluses and protectionism. With
Ricardo, free trade became fully established as an important
premise in liberal political economy. Blaug (2002) credited
Ricardo for being the first to emphasize a separate theory of
international trade because of the immobility of capital.

Ricardo had relatively little to say about economic growth
and development, themes that were developed earlier by Smith
(Blaug, 2002). This is one area where Karl Marx’s approach
may owe more to Smith than to Ricardo.

Finally, Ricardo is credited with making the deductive
method a key aspect of economic thought (Niehans, 1990;
Spiegel, 1991). Although Smith used deductive theorizing in
his opus, it is also full of descriptive anecdotes and philoso-
phizing. One finds no philosophy or unnecessary discussion
with Ricardo. In fact, his work could benefit from more expla-
nation in many places. But from Ricardo henceforth this
became the method of economics — what Spiegel (1991) refers
to as abstract generalizing analysis, often based on heroic
assumptions. Schumpeter (1966), a critic, refers to the Ricar-
dian Vice as a “habit of establishing simple relations between
aggregates that then acquire a spurious halo of causal impor-
tance, whereas all the really important (and, unfortunately,
complicated) things are being bundled away in or behind these
aggregates” (p. 668). But such often is the result of abstract,
deductive theorizing, as Schumpeter would admit; thus the
Ricardian Vice became the vice of all economists.

There are many flaws in Ricardo, and he faced many
critics. Both Mirowski (1989) and Robbins (2000) suggest that
Ricardo was reconsidering the usefulness of the labor theory
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of value toward the end of his life in the face of the criticisms.
Given his background, he would most likely be shocked at the
appropriation of his theory by anticapitalist socialists. Nev-
ertheless, his adherence to the labor theory of value reflects
his overwhelming desire to find an invariant standard of value,
and labor seemed the most likely candidate. This, again,
reflects a preoccupation with natural or universal laws, equiv-
alent to that found in physics (Mirowski, 1989). What better
universal law can there be but an invariant standard of value?

Still much of Adam Smith still remains in Ricardo’s
thinking: the role of the division of labor, competition, the
invisible hand, and the importance of laissez-faire. Ricardo
represents an addition to Smith, not a replacement. But there
were still many gaps in classical political economy that needed
filling, a task that was taken on by John Stuart Mill.

1.2.7 John Stuart Mill

John Stuart Mill (1806-1873) was subject to an agonizingly
intense education at the hands of his father, philosopher and
political economist James Mill. As a result, he became one of
the great polymaths of his time. His writing includes books
in logic, ethics, political philosophy, and economics, all written
while Mill was working full time as a bureaucrat for the
British East India Company. He was also one of the earliest
proponents of the modern welfare state. His Principles of
Political Economy, written in 1948, became the bible of polit-
ical economy in his time; its influence lasted at least 50 years
(Blaug, 2002).

Some have regarded Mill as an apologist for Ricardo. He
devoted a lot of attention in his Principles (1848) to explain-
ing, elaborating, and correcting errors in Ricardo’s views.
Some also note the irony that a man reared in utilitarian
thought should be so resistant to the winds blowing in favor
of a utilitarian theory of value and away from Ricardo’s labor
theory of value. According to Lewin (1996), however, Mill had
the foresight to see that utility theory could be misleading in
the amount of precision it actually could provide, a continuing
source of debate in our own time.
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Schumpeter (1966) argued that, given the changes to
Ricardo’s theory that he made, Mill was no longer truly a
Ricardian. Yet his ambiguity remains puzzling to many peo-
ple. Screpanti and Zamagni (2001) argued that as the Ricar-
dian theory of value was ultimately appropriated by Marxists,
and the anti-Ricardians appropriated utilitarianism, neither
group really understood Mill, who simultaneously operated
in a Ricardian and a utilitarian universe. Mill has his defend-
ers, however. Stigler (1965) has listed a number of contributions
made by Mill: a theory of noncompeting groups, the problems
of joint production, rent as a cost of production, the first
systematic discussion of economies of scale, a discussion of
the limitations on Say’s Law, and the demand schedule. In
regards to the last, Alfred Marshall, who is credited with
finalizing the neoclassical theory of supply and demand, cred-
ited Mill as his inspiration; much of demand and supply
theory can be found in Mill, who only lacked the ability to
say in mathematics what he already said in words (including
a basic understanding of elasticities).

Mill’s recognition of supply and demand was an impor-
tant step away from the Ricardian system. Mill also ulti-
mately moved away from the Ricardian view when he moved
away from the wages fund theory — an extension of classical
economists’ view of wages as an inflexible fund set by subsis-
tence — to an acknowledgment that labor in combination
could raise their wages or that capital could be substituted
for labor lowering wages (Spiegel, 1991; Hutchison, 1953).
Many classical economists, however, including Smith had rec-
ognized the possibility that the definition of subsistence could
change over time, resulting in a check on population growth
(Blaug, 2002). Spiegel (1991) also noted that Mill was the first
to incorporate static and dynamic components into his work
and to incorporate institutional analyses as well, both
unlikely in a purely Ricardian analysis.

Mill’s willingness to include institutional analyses may
reflect his willingness to consider inductive methodology as a
legitimate form of research, in deference to his respect for
Auguste Comte, the father of sociology. Inductive methodology
received a full discussion in his book, A System of Logic (Mill,
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1843). This may appear to be a break from the deductivism of
classical economics, yet he continued to maintain that the
deductive method was still the most appropriate approach in
political economy because of the need to abstract from the great
number of variables involved. As a testament to Mill’s influence,
his book on logic is considered one of the classics in the field.

Mill also recognized the need to expand Ricardo’s theory
of capital, such as it was. As noted before, Ricardo saw profit
as a surplus after extending subsistence wages to labor. This
idea was criticized by an economist, Nassau Senior
(1790-1868), who wanted to incorporate the return on capital
as a cost of production. So Senior proposed the return on
capital as payment for the “abstinence” of the businessman,
who chooses not to spend his money in order to invest in
production. This return is a cost of production as well as labor
is. Senior, logically, rejects Ricardo’s theory of value and pro-
poses a subjective theory of value. Mill incorporates Senior’s
abstinence theory while maintaining a labor theory of value,
but clearly, in incorporating the return on capital as a cost of
production, Mill — intentionally or not — was diluting the
labor theory of value.

It should be noted that the classical economists often did
not distinguish between the rate of return on profit or the
interest rate since, in equilibrium, they should be the same.
If the interest on a financial asset exceeds the return on an
investment in stocks, for example, then money will flow into
the financial asset, and vice versa, resulting in an equaliza-
tion of returns on all assets.

But Mill’s most important movement away from the clas-
sical view was his insistence on the importance of government
intervention to ameliorate some of the negative consequences
of capitalist development. While not accepting the anticapi-
talist complaints of the socialists, he acknowledged that an
even playing field never existed under capitalism, giving
advantages to some that are not available to others. Most of
the policies advocated by Mill are now incorporated in the
Western welfare states: free public education, child labor laws,
government ownership of natural monopolies, assistance to
the poor, mandated shorter work days (Canterbury, 1976).
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Mill was also an advocate for the emancipation of women and
during the brief time he served in the House of Commons put
forward the first bill to give women the vote (Mill, 1873). As
a politician, he was considered a radical, which led to the
brevity of his political career.

As a political philosopher, Mill was also an articulate
spokesman for liberalism. The liberal agenda was an adjunct
to capitalism; just as free markets were considered necessary
for the functioning of capitalism, so was political freedom
needed in order to fully participate in the system. Mill’s essay
On Liberty (1859) is considered one of the most articulate
statements of classical liberalism. Mill was unequivocal in
articulating the principle that “the sole end for which man-
kind are warranted, individually or collectively, in interfering
with the liberty of action of any of their number, is self-
protection.” Otherwise, people must be given complete free-
dom including “liberty of conscience, in the most comprehen-
sive sense; liberty of thought and feeling; absolute freedom of
opinion and sentiment on all subjects, practical or speculative,
scientific, moral, or theological” (Mill, 1859, pp. 14-16).

Heilbroner (1999) commented that Mill’s optimism and
revisionism “removed the pall of Ricardian and Malthusian
despair” (p. 133) from political economy. Nevertheless, his
focus on government intervention was not enough to satisfy
the critique of the emerging socialist movement, which
reached its peak in the writings of Karl Marx.

1.2.8 Karl Marx

Hutchison (1953) defined four main pillars of classical eco-
nomics: the Malthusian population doctrine, the theory of rent
with diminishing returns, the wages fund theory, and the labor
theory of value. Mill ultimately moves away from the wages
fund theory and qualifies the theory of rent, while sticking
with the population doctrine (although allowing for birth con-
trol)* and the labor theory of value. Marx pretty much abandons

* Mill was arrested as a young man for distributing literature on birth
control.
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all of these pillars except the labor theory of value. One may
question the suitability of including him, or even Mill, as
classical economists. Yet in the modern world, Marxists rep-
resent the most classical of theorists, in their adherence to a
Ricardian theory of value.

Even before Marx, people designating themselves as
“Ricardian socialists” were developing theories of exploitation
based on Ricardo’s labor theory of value. These Ricardian
socialists coexisted with a number of socialist camps: Christian
socialists, democratic socialists, followers of William Godwin
and Robert Owen, and followers of Fourier and Saint-Simon
(Spiegel, 1991). Most were pushing for social reform and insti-
tutional change and, according to Heilbroner (1999), many
were recruited from the upper classes and intelligentsia.

Marx’s socialism was different in a number of respects.
He proposed the inevitability of class conflict and the violent
overthrow of the system. He also criticized the idealism of
utopian socialism. Marx claimed that his socialism was sci-
entific socialism. It was based on a scientific analysis of cap-
italism and a theory of historical development influenced by
the science of Charles Darwin. That Marx and Malthus, two
very different social scientists, may have a connection through
Charles Darwin is one of the ironies in the history of economic
thought. It is not entirely surprising, however. Marx, like
other classical economists, wanted his analysis to be in keep-
ing with the scientific and natural law influences of the age,
as did Malthus and Darwin.

As well as borrowing from Ricardo’s value theory, Marx
also relied on the Ricardian deductive methodology — a meth-
odology with origins in the natural law philosophers of
200 years before, such as John Locke. Again, in spite of sharp
differences in substance from the other classical economists,
Marx shared with them an epistemological framework that
derived from the Age of Reason and its precursors.

It is interesting, therefore, that he chose Hegelian influ-
ences as well. Georg Wilhelm Friedrich Hegel (1770-1831)
was truly an idealist philosopher. For Marx, however, it was
Hegel’s dialectic theory of history that was of most interest,
and he left aside other aspects of Hegelian thought. Further,
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Hegel, heavily influenced by Immanuel Kant (1724-1804),
was also influenced by natural law thinkers. Nevertheless,
Hegelian influences gave a decidedly different slant to Marx’s
work relative to the other classical economists, most of whom
did not have a theory of history. In fact, some feel that one of
Marx’s most important contributions to economics — whether
or not one agrees with his other positions — is his insistence
that one must view capitalism from the perspective of history
to truly understand it (Schumpeter, 1966), although Smith
most certainly incorporates a sense of the historical specificity
of capitalism in his work as well (Blaug, 2002).

The best expression of Marx’s point of view can be found
in Das Kapital (1867), the only book in economics as famous
as The Wealth of Nations; although his Critique of Political
Economy (1859) is also useful. One cannot mistake the pow-
erful influences emanating from classical political economy.
Mirowski (1989), in his book about the importance of the
physics metaphor in economics, comments that “one portion
of Hegel’s bequest to Marx was a skeptical posture toward a
slavish imitation of the natural sciences” (p. 175). And yet
Marx, like his fellow classical economists, could not resist. In
Kapital “the comparisons of the law of value to the law of
gravity... reveal[s] the profound importance of the metaphor
of motion for the inner workings of the value concept” (p. 177).

The strong philosophical influences in Marx’s work made
his labor theory of value very different than Ricardo’s in the
final analysis, however. This is well stated by Schumpeter,
who noted:

Ricardo, the most unmetaphysical of theorists, introduced
the labor quantity theory of value simply as a hypothesis
that was to explain the actual relative prices....But for
Marx, the most metaphysical of theorists, the labor quan-
tity theory was no mere hypothesis about relative prices.
The quantity of labor embodied in products did not merely
“regulate” their value. It was (the “essence” or “substance”
of) their value. (p. 596)

However, as with Ricardo, Marx’s theory of distribution
emerged from the labor theory of value. Like the classical
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economists, Marx saw profit as a surplus — surplus value to
be more specific. But he was scathing in his critique of the
classical economists’ inability to acknowledge the social basis
of profit and the exploitation that is implied by it. Capitalists
are able to appropriate this surplus because of their control
over the means of production. They are able to take this
surplus because the relatively powerless workers are unable
to prevent them from doing so. This was incorporated into
Marx’s theory of history, which posits a continuing class strug-
gle between those who control the means of production and
those who do not, with capitalism being just one stage in
historical development. Ultimately, Marx’s dialectic suggested
that at each stage in history, class struggle results in the
disintegration of one system and the emergence of a new one,
which in turn is undermined by its own contradictions.
Marx brought other innovations to classical theory. One
of the most important is his recognition of the importance of
technological change in giving the capitalist an added advan-
tage in the struggle with labor. Like the classical economists,
Marx acknowledged pressures to increase wages as the
demand for labor rises and a tendency for the rate of profit
to fall. But capitalists rely on labor-saving devices to lower
their need for labor and keep the wages of labor low. In
addition, capitalists can keep labor costs low by buying up
weaker firms and eliminating competition. These larger, more
rationalized firms can lower their labor costs through central-
ization as well as technology. Thus, the classical theory of
population is replaced with centralization and technological
change. The result is the same, however: an increasingly
impoverished working class, subject no doubt to the same
diseases and famines, but through no fault of its own.
Ultimately, these strategies do not prevent profits from
falling, however. The high productivity of these rationalized
firms is not met with sufficient demand. The resulting loss in
profits means that retained earnings (surplus value) are insuf-
ficient for further investment. This results in large, periodic
swings in the economy and a tendency to secular stagnation.
With his business cycle theory, Marx truly moved away from
the classical position that ultimately expects a harmonious
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return to equilibrium. For Marx, things could only get worse
until class war and revolution became inevitable, making it
much more than a cyclical problem.

Marx’s exposition of the importance of technology is a
significant contribution to economics. While other political
economists incorporated technical change in their discussions,
Marx gave it a central role that is still difficult to find in the
field, all evidence to the contrary (Blaug, 2002). More surpris-
ing is the failure of mainstream economists to come to terms
with business cycles until much later. Niehans (1990) cited
Marx’s theory of unbalanced growth as an important contri-
bution; similarly, Joan Robinson considered his theory of cap-
ital accumulation as his most important contribution (Gram
and Walsh, 1983). But it took a long time for the macroeco-
nomic implications of his work to be recognized.

The other important contribution from Marx to classical
political economy was his attempt to solve the “transformation
problem,” where he tried to mathematically show the rela-
tionship between labor values and prices. As Blaug (2002)
noted, he was the only classical political economist to try to
follow the labor theory of value to its logical conclusion. The
transformation problem has, until this day, proven to be dif-
ficult to solve. Adjustments must be made for differences in
capital-labor ratios across industries, and it is particularly
problematic in the case of joint production. Because of the
difficulties involved in solving the transformation problem,
some Marxists have settled for more sociological definitions
of exploitation, rather than a labor value theory of exploita-
tion (Blaug, 2002).

One could argue that Marx’s theory places him outside
the optimism of the Age of Reason (Muller, 2002). But in spite
of everything, Marx turned out to be a utopian after all, with
his expectation of a dictatorship of the proletariat ultimately
emerging. His belief that the wealth created by technological
change would make this possible was as optimistic a belief in
the consequences of the Age of Reason that one can find.

Blaug (2002) found that Marx, like Malthus, also promoted
an “apocalyptic fallacy,” making an unfalsifiable prediction,
with no specific timeline. For many, however, Marx’s prediction
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of class war ultimately does not pan out, at least in the
industrialized West. What may have ultimately undermined
Marx’s prediction was his failure to assess the implications
of a fundamental tenet of the classical economists: the self-
interested nature of human beings. Although the classical
economists were optimistic, they often had a rather jaded
opinion of human nature. It was their hope that the capitalist
system could make people better by marshalling their ener-
gies for the betterment of all. Although Marx had no problem
viewing capitalists as self-interested, he seemed to feel that
self-interest was systemic, rather than inherent. But utopias
ultimately depend on people cooperating with each other. The
criticism of utopian systems made by Karl Popper (1943)
hinged on this point. For if people do not cooperate, they must
be forced to cooperate; the ultimate result is political repres-
sion and the disintegration of the utopian ideal.

For modern Marxists, however, the failure of Marx’s pre-
diction is due to the ability of capitalism to expand outward,
resulting in the relative enrichment of the Western working
class at the expense of those in the developing world, who
continue to contribute surplus value to the capitalist system.
The development of theories of imperialism, although not
solely attributable to Marxist thought, remains an important
contribution coming from the Marxist paradigm and will
receive further discussion in another section.

The other problem cited by critics was the little attention
Marx gave to the question of how to implement socialism.
Many other economists did think about this, however, follow-
ing the marginalist revolution.

1.3 THE MARGINALIST REVOLUTION
1.3.1  Whys and Wherefores

A major shift in the paradigm of economics occurred in the
1870s. Blaug (2002) has questioned whether the marginalist
revolution was, in fact, a revolution, given the number of
political economists who proposed a utility-based or margin-
alist-infused theory of value long before the 1870s and given
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the long time for the marginalist “revolution” to gain general
acceptance. Nevertheless, over time, the labor theory of value
was eased out and a subjective theory of value was introduced,
becoming a part of what is now considered neoclassical eco-
nomics. Accompanying this movement was the increasing use
of mathematics, particularly differential calculus, in economic
models.

One of the reasons given for this change, in fact, is the
increasing acceptance of mathematics by economists, or its
reverse, in increasing interest in economics on the part of
mathematicians. As an example of the latter, Heilbroner (1999)
cited the case of Francis Ysidro Edgeworth (1845-1926) — a
contributor to the new utility theory — who was drawn to
economics not because of the way it explained the world but
because it dealt with quantities that could be examined math-
ematically. In fact, two of the key figures in this change,
Jevons and Walras, came from engineering and mathematical
backgrounds. But, as noted earlier, a number of economists
and mathematicians in Continental Europe tried to introduce
marginalist analyses long before the 1870s and were generally
ignored.

Another reason proposed is the final triumph of
Benthamite utilitarianism, in spite of the resistance of John
Stuart Mill, who was sometimes cast as a villain. At the heart
of this change is a theory of value that is essentially based
on use value; in other words, what is valuable is defined by
the individual who seeks to maximize his or her utility (or
satisfaction) in the purchase of goods or services. It is an
invariant standard of value insofar as it is defined by the
preferences of individuals, but there is no one standard. The
demand for goods is based on millions of decisions of individ-
uals who are unique in their tastes and preferences.

Since utilitarianism had existed long before, the question
arises as to why it became victorious in the 1870s. One expla-
nation is that utilitarianism was adopted in reaction to the
success of Marxism. Classical economists, according to this
view, were unprepared to deal with implications of the labor
theory of value as explicated by Marx. Another view is the
opposite: the change reflects a world that proved to be very
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different than that discussed by Marx. An ever-expanding
middle class made the assumption of an amorphous working
class, living at subsistence, increasingly unrealistic. With the
marginalist revolution comes the theory of the consumer, so
the introduction of utilitarianism was in response to an increas-
ing differentiation of the population which made a value theory
based on some average unit of labor untenable. [See Hutchi-
son (1953) for a discussion of many of these explanations.]

From a purely theoretical viewpoint, the classical econ-
omists’ focus on production and distribution was problematic
until Mill’s revision. To make price determination a question
of costs of production and supply only left an important ele-
ment out of the theory of prices. Blaug (2002) has noted that
the importance of the theory of population and the wages fund
was to make wage determination rest solely on conditions of
supply. As these preconceptions faded away, the need for a
theory of demand became more critical. The labor theory of
value, a cost-based approach to value, also contributed to the
neglect of demand issues.

One of the most interesting reasons given for the mar-
ginalist revolution is that of Mirowski (1989), who argued
that the shift in economics represented shifts in physics, par-
ticularly the introduction of field theory; in keeping up with
the physics metaphor, economists had to change their theory
of value. The gravity and motion metaphor, at a time when
physicists were exploring energy fields, seemed old hat:

....the fundamental continuity in economic thought
between classical and neoclassical economics derives not
from laissez-faire or utilitarian traditions...but rather
from...the attendant drive to imitate physical theory. The
irony of classical and Marxian economics is that just as
those theorists thought they had discovered the natural
foundations of social exchange, the physicists swept it out
from beneath their feet....The rise of field theories was the
most decisive influence because it finally provided the defin-
itive epistemic break between classical and neoclassical
economics...classical economics had become inextricably
identified with the paradigm of substance theories in phys-
ics, and therefore its days were numbered.” (pp. 197-201)
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Basing economic thought on changes in physics may
seem like the tail wagging the dog. But this explanation is
more palatable if one views changes in physics as resulting
from larger societal changes that may affect the worldview of
scientists. Both physicists and economists can be affected by
these larger social forces. Further discussion of physics and
economics in the context of changes in the philosophy of sci-
ence might be very useful here, as well. For the time being,
the explanation for the marginalist revolution may be “all of
the above”: historical, ideological, and scientific.

The marginalist revolution is often credited to the almost
simultaneous publication of three books: The Theory of Polit-
ical Economy (1871) by William Stanley Jevons (1835-1882),
Grundsdtze der Volkswirtschaftslehre (1871) by Karl Menger
(1840-1921), and Elements of Pure Economics (1874 for Vol-
ume I and 1877 for Volume II, originally in French) by Léon
Walras (1834-1910). Although all introduced the concept of
utility theory, little evidence suggests that they were influ-
enced by each other. As noted, Jevons and Walras came from
math and engineering backgrounds, so that commonality may
be important, but Menger did not, and unlike the other two,
he used tables rather than mathematics to make his point.
But ultimately, the success of the marginalist revolution
depended on the efforts of a great number of economists work-
ing over a number of years to flesh out the theory. One dif-
ference, in fact, between this period and the classical period
is the larger number of professional economists involved in the
development of this theory of value as a result of the increas-
ing respectability of economics as a university discipline.

1.3.2 Key Innovators
1.3.2.1 William Stanley Jevons

Jevons actually wrote a paper on his theory of value prior to
the publication of Kapital by Karl Marx, which suggests his
break was more with the classical economists as a group than
with Marxism per se. In subsequent writings, Jevons, more
than anyone, was fully aware of the break he was making
with classical theory and was highly critical of both Ricardo
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and Mill. In his book, Jevons introduced the concept of max-
imizing utility with constrained optimization, now still at the
heart of neoclassical economics. He distinguished between
total utility and marginal utility. He also introduced the the-
ory of the consumer but did not use marginal analysis to
develop a theory of supply. This came later, with contributions
from a number of other economists. Further, he did not fully
integrate utility theory with a theory of demand; this had to
wait for Walras and Alfred Marshall. Jevons also wrote on the
methodology of economics and did some work on business
cycles. Although very accomplished, he died young, which
deprived him of the opportunity to fully develop his work
(Niehans, 1990; Spiegel, 1991; Screpanti and Zamagni, 2001).

1.3.2.2 Karl Menger and the Austrian School

As noted, Menger did not use mathematics in his formulation.
Although the concept of marginal utility is particularly ame-
nable to analysis using calculus, it can be understood intu-
itively. Marginal utility is the satisfaction derived from the
last unit of a commodity; diminishing marginal utility sug-
gests that the last unit is not as satisfying as the first, as one
becomes satiated. Diminishing marginal utility is a cousin of
the diminishing returns argument made by classical econo-
mists in reference to the returns from agriculture. Thus, mar-
ginal utility is not a totally new concept; the classical
economists were aware that the impact of a last unit may be
different than that of the first, also without mathematics.
While Menger is sometimes seen as lesser than Jevons and
Walras for his lack of mathematical training, it is sometimes
easier to see the connection between his theory and classical
theory without it. Menger, like Jevons, saw utility theory as
fundamentally involving a maximization problem: the con-
sumer’s goal was to obtain the highest level of utility possible.

Menger is also famous for being the “father” of the Aus-
trian School in Economics, which — according to Niehans
(1990) — had four generations. The second generation, after
Menger, included Eugen von Bohm Bawerk (1852-1914) and
Friedrich von Wieser (1851-1926), who extended Menger’s
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work and made contributions to capital theory (discussed
shortly). The third generation included Joseph Schumpeter
(1883-1950) — business cycle theorist, economic historian,
and a proponent of a theory of entrepreneurship — and Ludwig
von Mises (1881-1972), who was perhaps most famous for his
argument that centralized socialist planning was untenable.
The fourth generation included Friedrich Hayek (1899-1992) —
another critic of socialism — and Oskar Morgenstern
(1902-1977), one of the founding fathers of game theory.

Members of the Austrian School have been important
defenders of the utility theory of value. Menger was also a
vociferous critic of the German Historical School, which
rejected many aspects of neoclassical economics, advocating
instead an inductivist methodology in economics. Menger was
very concerned about any movement away from a deductive,
theoretical economics.

The concerns expressed by Mises and Hayek against
socialism are also an important feature of the Austrian School.
They are expressed in a collection of essays edited by Hayek
called Collectivist Economic Planning (1935). Drawing on the
equilibrium analyses that emerged in the early part of the
twentieth century, Mises’ essay is particularly articulate in
pointing out that without market-determined prices, a central
planner has no way of knowing how much of a product is
needed to optimally provide for everyone in society. In other
words, the problem of socialist planning is informational.
While dismissed at the time, it was rediscovered at the end
of the twentieth century, becoming one of the primary expla-
nations for the eventual fall of the Soviet Union (Steele, 1992).

Bohm Bawerk was also a critic of Marx and, like Senior,
worked to develop a theory of capital that justifies a return
to the owners of capital. However, Bohm Bawerk wanted to
attribute the return to capital to the productivity of capital,
making interest the payment for investing in “roundabout”
production processes that requires one to forestall present
consumption. The capital theory emanating from the Austrian
school received additional attention from Irving Fisher,
Phillip Wicksteed, and Frank Knight. Ultimately — according
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to neoclassical theory — competition would lead to the equal-
ization of the marginal product of capital and the interest
rate, since divergences will result in the movement of invest-
ment to those assets with the highest yields. Keynes ulti-
mately rejects the neoclassical theory of interest as a payment
for forestalling current consumption, posing it instead as the
price for holding money.

Yet, in spite of its conservatism, the Austrian School was
more likely than the British to discuss the sociological aspects
of competitive capitalism (Canterbery, 1976). It also had some
early involvement in business cycle theory.

1.3.2.3 Léon Walras

Walras is often considered the most important of the three
key figures of the marginalist revolution. Walras came to his
academic job in Lausanne, Switzerland, rather late in life
after he was frustrated in his attempt to become a mathema-
tician and gave up on an engineering career. Yet he is now
considered one of the most important innovators in neoclas-
sical economics. His work was much more ambitious than that
of Jevons and Menger, as he created the first general equilib-
rium model, which involved the solving of a number of simul-
taneous equations. It is a model of an entire economy, with
consumers who are buyers in product markets and sellers in
markets for services, as well as businesses that are buyers of
services and sellers of products. Consumers seek to maximize
their utility, and firms maximize their profits. Final prices
emerge to equalize demand and supply in each market. It is
a model that was grand in ambition and that has been refined
and worked on by economists to this day.

An interesting feature of general equilibrium models is
that in spite of being seen as the apogee of neoclassical eco-
nomics, they have also been of interest to socialist economists,
such as Abba Lerner (1946) and Oskar Lange (1938), who
were important in popularizing general equilibrium analysis
(Blaug, 2002). Obviously, if one can develop a model of an
entire economy, central planning can be made easier, but only
if one has all the right parameters (which Mises felt were not



38 Burbridge

available). Walras, while a strong believer in the efficiency of
competitive markets, was himself a socialist, but one who
believed that the best results can be achieved through free
markets and income redistribution (Jaffe, 1980).

Walras openly distinguished himself from the “English”
school of political economy; suggesting again a different vision
on the part of those from Continental Europe. While Walras’
general equilibrium approach was ultimately adopted in
England and the United States, Walras’ political message was
left out. It may be that the real inheritors of Walras’ message
are European economists, such as Jan Tinbergen (1985),* who
adapted general equilibrium analysis to the concerns of social
democracy in Europe.

1.3.2.4 Other Innovators

As noted earlier, a number of people contributed to general
equilibrium analysis after Walras. Important contributors
prior to the Second World War were Vilfredo Pareto, Fisher,
and Eugene Slutsky. Irving Fisher also played an important
role in the development of capital theory, along with Bohm
Bawerk, clarifying the return on capital as a return for pro-
ductivity. Generally speaking, Fisher (1867-1947) is consid-
ered the first of the great American economists.

Ultimately, what emerged from marginal analysis is a
theory of distribution based on marginal productivity. Capital
and labor earned according to the marginal product they
contributed. Class issues were eliminated, and profit was no
longer a surplus. The final solution was distribution that was
both equitable and efficient since everyone earned according
to his or her contribution to the product. Marginal productiv-
ity became the universal key to all allocation problems in
economics (Hutchison, 1953). Key contributors to marginal
productivity analysis included J.B. Clark, Marshall, Edgeworth,
Knut Wicksell, and, of course, Walras.

* Tinbergen was one of the first winners of the Nobel Prize in Economics.
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The assumptions underlying marginalist analyses were
extended and refined over a number of years. The system of
the classical political economists was generally based on
assumptions that the system was competitive and that people
were self-interested and calculating. It was also assumed that
the products being produced and the productive services
offered were fairly homogeneous. And it was assumed that
the system tended to full employment. As the extension of
marginalist analysis continued, new assumptions were added:
that there is perfect mobility of labor and capital, buyers and
sellers have perfect knowledge and are rational (i.e., act
according to a clearly defined and ordered set of preferences),
and that perfect competition exists (i.e., enough buyers and
sellers exist so no one can influence the market price). None
of these assumptions necessarily contradicts those of the clas-
sical political economists, but the statement of more restric-
tive assumptions became imperative for the mathematics
applied to utility theory to work out.

1.3.2.5 The Marshallian Synthesis

As has always been the case when there is much activity in
economics, someone eventually comes along to play a role in
synthesizing the paradigm into a coherent whole. Adam Smith
did this in the eighteenth century, and John Stuart Mill did
this at the mid-nineteenth century. Alfred Marshall
(1842-1924) became the key synthesizer for the end of the
nineteenth and beginning of the twentieth century. Although
not a founder of the marginalist revolution, he became its
chief expositor. Marshall’s Principles of Economics was origi-
nally published in 1890 and had gone through its 8t edition
by 1920. It was the bible for economics at the turn of the
twentieth century and is still widely read.

Like Jevons, Marshall was trained in mathematics and
physics, but unlike the former he was not intent on breaking
the continuity between classical and neoclassical economics.
So part of his synthesis was to draw the two approaches
together. According to Screpanti and Zamagni (2001), he was
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particularly concerned to retain the Ricardian deductive
methodology from classical economics. The utility theory of
value was in place, however, as was equilibrium analysis.
Marshall preferred partial equilibrium analysis to the multi-
market analysis of Walras, however.

Marshall’s most important contribution was probably his
final working out of supply and demand theory. As noted
earlier, Marshall gave John Stuart Mill credit for providing
the framework, once again making a connection to classical
economics. But it was Marshall who finally integrated utility
analysis with demand analysis. And it was Marshall who
developed the mathematical and graphical analysis of supply
and demand. The intersection of the supply and demand
curves, which is a staple of introductory economics courses
all over the world, is sometimes referred to as the Marshallian
cross, in tribute to its inventor (Niehans, 1990). His analysis
of supply and demand is enriched with additional discussions
of demand elasticities — the responsiveness of demand to
changes in prices — and consumer surplus — the difference
between what consumers would pay for a price and the actual
price.

Marshall is also credited with introducing the idea of
externalities; in Marshall’s case, an externality was the effect
of overall industry output on the output of a given firm.
Marshall also reintroduced the idea of a National Dividend (not
unknown to classical political economists), which was a measure
of overall social welfare. Both of these concepts were expanded
on by Pigou in his development of welfare economics and by
Keynes in his General Theory, albeit in different directions.

1.3.2.6 Welfare Economics

In developing the field of welfare economics Arthur Pigou
(1877-1959) distinguished between the private and social
products of an activity. He pointed out that when private and
social products coincided, then the outcome was efficient; if
they did not coincide, then problems arose. In Pigou’s formu-
lation, the social cost (or benefit) over and above the private
cost (or benefit) was an externality, thus extending Marshall’s
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view. Pigou’s analysis opened the door to discussions of pol-
lution, for example, whereby the social costs are greater than
the private costs of producing a commodity. He made a num-
ber of proposals for taxes that essentially make firms pay for
any additional social costs from their production processes,
and he considered the possibility of subsidies to encourage
products with positive externalities (e.g., knowledge).

He appropriated Marshall’s National Dividend to exam-
ine the idea of an aggregate social welfare function, which
opened the door to examining aggregate social utility, thus
extending the theory of value to include a “macro” concept.
Although problems with this concept put it on the back burner
for a number of years, Hutchison (1953) has noted that the
idea of using economic theory as a way of bringing the greatest
happiness to the greatest number, in its day, had a profoundly
liberating effect on those economists concerned about social
policy.

What Pigou eventually did with his concepts of social
cost and National Dividend was to show how the utility theory
of value could be used to engage in social reform and the policy
debates of the time. Modern cost-benefit analysis owes its
origins to the welfare economics developed by Pigou. Eventu-
ally, critics of welfare analysis put its proponents on the defen-
sive, but it remains an important contribution, nevertheless.

1.3.3 Problems with Utility Theory

Earlier it was mentioned that John Stuart Mill was skeptical
about the ability of a theory of value based on utility to live
up to its promise, and in some respects he proved correct.
Eventually, problems arose as to the measurement of utility
since it was not an observed phenomenon. This ultimately led
to work by Pareto, Edgeworth, Fisher, Allen and Hicks, and
Slutsky to develop the concept of ordinal utility. With ordinal
utility it is not necessary to directly measure utility, just to
establish a ranking among preferences. This seemed to solve
the problem for a while. In the 1930s a young Paul Samuelson
suggested his theory of revealed preference, which did not
require ordinal utility either (Samuelson, 1998) but was based
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on empirical observation of behavior as “revealing” what peo-
ple’s preferences are. It proved difficult, however, to determine
a person’s motives from his or her behavior (Lewin, 1996).

In terms of a social welfare function, questions were
raised about aggregating utilities when it seemed impossible
to make interpersonal comparisons of utility; the utility func-
tions of individuals were not additive. Many suggested aban-
doning the idea of a social welfare function (Robbins, 1938).
Thus, for much of its history, welfare economists have focused
on the concept of Pareto optimality as the criterion for making
decisions, as it does not require interpersonal comparisons or
an additive social utility function. Attributed to Vilfredo
Pareto (1848-1923), the optimal solution was characterized
as one that raised the utility of one person without diminish-
ing the utility of anyone else. This criterion limits welfare
economics, as it does not allow taking into account income
inequalities or initial conditions in making social welfare deci-
sions. Even if one accepts Pareto optimality as a criterion,
however, it does not produce a unique solution; one can have
multiple Pareto optimal possibilities without a way of deciding
among them (Screpanti and Zamagni, 2001).

So by the 1930s, many seemed to be abandoning the
utility theory of value. Economists were conducting demand
analyses without any reference to utility (Stigler, 1965). Oth-
ers were predicting the death of welfare economics. A new
infusion of ideas following World War II changed all of this,
and the utility theory of value is still alive and well in our
current time. But there were a number of challenges to neo-
classical economics in the interim, which is the topic of the
next two sections.

1.4 CRITICS AND HERETICS

While the neoclassical paradigm was under construction, a
number of critics and heretics disagreed with the shape
economics was taking. They can be divided into two groups:
those who objected to the methodology of economics and those
who felt that the neoclassical view of modern capitalism was
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unrealistic. There were also those who wanted to reintroduce
a stronger focus on macroeconomics, but these are discussed
in the next section.

1.4.1 The Methodology of Economics

It is apparent from previous discussion that, from the begin-
ning, the methodology of economics was primarily abstract
and deductive. Three schools of thought challenged this
approach: the English Historical School, the German Histor-
ical School, and the American Institutionalists.

1.4.1.1  The English Historical School

Even in the classical period, there were a number of economic
historians in England who challenged the abstract, deductive
method operating in economics — a critique that extended
into the neoclassical period. Spiegel (1991) suggests that the
critique of this school of historians — influenced by the ideas
of Francis Bacon, August Comte, and John Stuart Mill —
focused on four issues. First, they argued for the need to bring
more empirical evidence into discussions of political economy,
as an antidote to armchair theorizing. Second, many of the Irish
economists — such as John K. Ingram (1823-1907) — were
drawn to a more inductive methodology because of the obvious
differences in the conditions of the Irish relative to the English.
This required some historical explanation that was not avail-
able in the existing paradigm, so diversity of experience
became an important critique. Third, those interested in teas-
ing out the psychological and institutional dimensions of eco-
nomic life — such as Cliffe Leslie (1826-1882) — found the
deductive methodology and scope of economics much too
restricted. Finally, for those who wanted to document some of
the negative aspects of industrial civilization — such as Thorold
Rogers (1823-1890) and Arnold Toynbee (1852—-1883) — the
methodology of economics was out of the question.

But being a historian and a deductivist was not mutually
exclusive. Walter Bagehot (1826-1873) was an economist con-
cerned with historical processes but deeply committed to the
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abstract approach of political economy. [For example, see Eco-
nomic Studies (1891/1953).] And, as mentioned, John Stuart
Mill combined an interest in institutional issues with a deduc-
tivist approach to economics. Once again, Mill’s willingness
to walk the line between opposing camps made it possible for
him to entertain both approaches. Ultimately, a critique of
the English Historical School came from John Neville Keynes,
father of John Maynard Keynes, entitled The Scope and Meth-
odology of Political Economy (1890), which defended the
deductive approach in political economy and questioned the
inductivists’ placing their ethical concerns above a more objec-
tive methodology (without denying a role for ethical concerns).
His treatment of the issue had some influence in lying to rest
many of concerns generated by this school (Blaug, 2002).

14.1.2 The German Historical School

The German Historical School had many of the same com-
plaints. Its founders included Wilhelm Roscher (1817-1894),
Bruno Hildebrand (1812—-1878), and Karl Knies (1821-1898).
But the most famous member of this school was Gustav
Schmoller (1838-1917). Schmoller’s prestige in Germany
became so great that it was virtually impossible for anyone
to obtain a post in economics without his approval. Thus,
unlike the case in England, the historical approach became
the dominant approach within the prestigious German uni-
versity system.

Another difference with the English School was the philo-
sophical heritage of the German Historical School, which was
largely influenced by Hegel. As a result, these historians, like
Marx, were interested in “stages” of development. They also
devoted much attention to a critical analysis of the history of
economic thought (Spiegel, 1991). It would appear that the
influence of Hegel on German scholars resulted in different
approaches coming from that country.

Like some of those in the English School, those in the
German Historical School were also concerned about social
reform. According to Schumpeter (1966), it was this particular
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school’s willingness to assert personal value judgments —
stemming from their social justice agenda — that was of such
great concern to Menger. This is an important issue since
Menger’s concern for a more deductive methodology was also
a concern for more objective science than he felt was being
practiced in Germany. Menger was also a proponent of “meth-
odological individualism” in economics — in other words, a
focus on individual choice as the key issue in economics, as
opposed to issues associated with stages of development. But
again methodological individualism may be another way of
avoiding larger policy questions.

The German Historical School was not without its con-
tradictions as well. Its critique of classical or neoclassical
economics focused on the attempt to establish universal laws
(Screpanti and Zamagni, 2001). Yet its search for laws of
development was no less universalistic.

The biggest problem for this school was that without any
propositions to guide it, the results were fact-based, historical
monographs with little theory to frame their discussions. This,
along with Schmoller’s isolation of German academics from
ongoing theoretical discussions in the rest of the world, ulti-
mately left it without a clear voice in modern economics
(Schumpeter, 1966; Screpanti and Zamagni, 2001).

There were also contextual factors to the debate between
Menger and the historical school. With the decline of the
Austria—Hungary Empire, the stages of development argu-
ment could be easily associated with the rise of German
nationalism, with its focus on a special destiny for Germany.
Part of the push for reform in Germany was the tremendous
drive to catch up with the rest of Europe. The German His-
torical School (and the English School as well) defended the
mercantilist policies of the past in their support for the expan-
sion of the state (Blaug, 2002) — an anathema to most clas-
sical economists, but particularly problematic to those
intimidated by German nationalism. This could have been
very threatening for those in Austria, with its multiethnic
heritage and large Jewish population (Spiegel, 1991; Haco-
hen, 2000). Not without reason, as it turned out.
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1.4.1.3 The American Institutionalists

There have been two groups of institutionalists: those oper-
ating in the first half of the twentieth century and the neoin-
stitutionalists. The latter are a very different group than the
former, who will be discussed in a subsequent section. The
early institutionalists had similar concerns to the historical
schools discussed above. The slant in America was on devel-
oping a theory of evolutionary economics, however, rather
than the stages theory of development found in Germany.
Influenced by Darwinism, the focus was on adaptation and
survival in changing circumstances (e.g., Veblen, 1919).

The American institutionalists were also interested in
more multidisciplinary approaches to economic phenomena.
According to Screpanti and Zamagni (2001), there was a focus
on broadening the field of investigation, looking beyond the
market to other institutions that may influence economic
growth, and a rejection of methodological individualism. Lewin
(1996) credited the institutionalists with wanting to incorpo-
rate psychological factors in their discussions. People such as
Veblen and Polanyi wanted to broaden economics to consider
anthropological descriptions of precapitalist societies (Canter-
bery, 1976). Institutionalists such as Gunnar Myrdal, a Swed-
ish economist who began as a theorist in the Stockholm School
(discussed later), did institutionalist work in the United
States, he says, because it was the only way to approach issues
such as inequality (Myrdal, 1975), a burning issue of the
modern era. Myrdal became famous for his studies of Amer-
ican race relations and economic development issues in Asia.
John Kenneth Galbraith wrote about the power of corporate
America and the consequences of American affluence, among
other things. Generally speaking, American intitutionalists
gave a great deal of attention to social policy issues.

The institutionalists never developed a coherent para-
digm to counter neoclassical economics, however, although
they were sometimes successful in drawing attention to lim-
itations in the dominant paradigm (Canterbery, 1976). Only
briefly do we find a discussion a different theory of value, from
Veblen (1919), when he wrote that “the question of value is a
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question of the extent to which the given item of wealth
forwards the end of nature’s unfolding process” (p. 92). This
interesting statement suggests an attempt on Veblen’s part
to define value in terms of a universal law, such as the law
of evolution. But he provides no way of operationalizing the
concept so that it can be applied to a concrete situation.

Key members of the institutionalist camp included Wesley
Mitchell (1874-1948), Thorstein Veblen (1857-1929), John R.
Commons (1862-1945), Karl Polanyi (1886-1964), Gunnar
Myrdal (1898-1987), John Kenneth Galbraith (1908- ), and
Kenneth Boulding (1910-1993).

1414 Induction and Empiricism

Because people in all three of these groups favored a more
inductive and empirical approach to economics, it may be
useful at this point to note how these terms have been con-
flated in the past. For many in this era, an inductive approach
was synonymous with data collecting and empiricism. These
ideas changed after World War II, thanks to the work of Karl
Popper (2002), when empiricism becomes a technique avail-
able to deductivists and inductivists alike. The resolution of
the confusion over this issue, among other things, resulted in
bringing historical and institutional analysts closer to deduc-
tivists and theorists in their perceptions about the methodology
of economics. This will be discussed in greater detail shortly.

1.4.2 The Realism of the Paradigm

Attempts to critique or add to the paradigm came from many
quarters early in the twentieth century. Of particular interest
are the studies focusing in one way or other on the nature of
the modern firm, emphasizing issues such as imperfect com-
petition and internal activity within a firm.

1.4.2.1  Imperfect Competition

Since neoclassical economics is based on the premise of com-
petitive markets, it was not surprising that this would come
under question during a time of increasing concentration of
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power. In 1926, Piero Sraffa (1898-1983) opened the door to
a discussion of imperfect competition, suggesting in an article
that firms with increasing returns to scale would ultimately
become monopolies as one firm may produce enough to swamp
the market. This also challenges a fundamental premise in
the neoclassical paradigm that firms are price takers, i.e., that
they are too small to influence the market price. If this is not
the case, then these big firms essentially “know” the demand
curve that they face. This observation by Sraffa was developed
by Joan Robinson (1903-1983), the first woman to have a
major impact on economic theory. Her book The Economics of
Imperfect Competition (1933) was important in shifting dis-
cussion from the industry to the firm and in how the modern
firm was visualized. Instead of producing the most efficient
solution, the large firm will be able to use its market power
to produce a lower quantity of goods at a higher price. In the
same year, Edward Chamberlain produced a book on monop-
olistic competition, which focuses on how firms use advertis-
ing and nonprice competition in order to differentiate their
products from those of other firms making similar commodi-
ties, thus undermining a key assumption in economics that
consumers are confronted with homogeneous products in one
market, and thus resulting in firms having enough market
power to influence the price.

1.4.2.2 Inside the Firm

Other economists explored the actual activities of firms. In
1911, Joseph Schumpeter (1883-1950) proposed taking a
closer look at entrepreneurial leadership within a firm, rather
than a Spartan focus on cost curves. Schumpeter emphasized
the importance of an entrepreneurial elite to the survival of
capitalism (Heilbroner, 1999). A similar focus on entrepre-
neurship can be found in the work of Frank Knight
(1895-1973) (Blaug, 2002). In another development, Ronald
Coase (1910- ) introduced the concept of transactions costs
for explaining the nature of the firm, within an article written
in 1937. The cost of dealing with contractors and other firms,
of supervising staff, and so on influence the size and structure
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of the modern enterprise, according to Coase (1937). These
costs are in addition to production costs, and the firm seeks
ways to minimize them, resulting in specific institutional con-
figurations. Schumpeter, Knight, and Coase attempted to
move the field beyond seeing the activity of a firm as a mere
abstraction. The ideas of these scholars were incorporated into
economics more slowly than were the concerns of Robinson
and Chamberlain, but they ultimately contributed to the New
Institutional Economics that evolved in the second half of the
twentieth century.

1.5 THE REEMERGENCE OF MACROECONOMICS

The reworking of economics using a utility theory of value
took a number of years. Almost the entire focus was on micro-
economics, focusing on the decisions of individuals or firms.
This was not accidental; the utility theory of value repre-
sented a turn away from macroeconomic issues and their
policy implications. For the Austrian economists, methodolog-
ical individualism was the only approach to economics; we
noted their hostility to the approaches of the German Histor-
ical School and its focus on historical change and national
aggregates. By the time Keynes reintroduced macroeconomics
in a big way, the microeconomic approach was well developed.
It included a theory of production and supply, focusing on
costs of production, and a new capital theory based on the
idea that the marginal productivity of capital determined its
return and that the interest rate was a reward for saving.
There was a theory of the consumer, not available in the
classical schema, where consumers maximizing their utility
resulted in a demand for consumer goods, subject to a budget
constraint. There was a highly developed theory of supply and
demand, which had also been undeveloped in the classical
scheme. There was a theory of distribution, but very different
than classical theories of distribution, since factors of produc-
tion — including labor — were rewarded in accordance to
their contribution to the product, resulting in a distribution
that was both efficient and equitable. Like the classical econ-
omists, the neoclassical economists envisioned a system that
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operated “naturally,” if there is perfect competition and little
interference from government or other entities, such as
unions. Concerns raised by Robinson and Chamberlain were
incorporated into the paradigm but were not considered a
hindrance to the natural workings of the system, as the sys-
tem was still perceived as competitive in most cases.

The avoidance of macroeconomics proved to be difficult,
however. First, there was still money. Economists continued
to develop theories about the circulation of money, which
brought them into the world of macroeconomics. The tendency
was to maintain a relatively simple view about money, focus-
ing on the quantity theory of money, which had been in eco-
nomic thinking at least since Locke, albeit with a number of
refinements. Second, economists concerned about larger policy
issues — such as the historical economists, institutionalists or
welfare economists — rejected the idea that macroeconomic
issues were outside the bounds of economic theorizing. It only
had been a matter of time until an attempt would be made
to use the utility theory to construct a social welfare function.
Third, the business cycle was very difficult to ignore. The large
swings in output and employment, and the consequent prob-
lems caused by them, became an increasing source of concern
and research effort on the part of economists (including the
Austrians). The Great Depression, of course, brought macro-
economics and Keynesianism to the forefront. Before discuss-
ing Keynes, it may be useful to discuss some of his precursors.

1.5.1 Precursors to Keynes

Although Keynes made important contributions to economics,
there was considerable interest in macroeconomics before his
major work, The General Theory of Employment, Interest, and
Money, written in 1936. Of particular importance was the
work of Leontief, a great number of business cycle theorists,
and what came to be known as the Stockholm School.

1.5.1.1 Leontief

Wassily Leontief (1906-1999) is the father of modern
input—output analysis, which maps the flow of goods from one
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industry into the next, incorporating both inputs and outputs.
If this sounds a little like the Physiocrats’ Tableau
Economique, it can be seen as a modern, more complex version
using modern matrix algebra. The input—output table can be
conceptualized as a general equilibrium system of equations,
such as those produced by Walras, an important innovator in
microeconomics (Spiegel, 1991). General equilibrium, how-
ever, is based on individual units, while input—output analy-
ses generally focus on interindustry flows. Further, it has been
used to explore interregional relationships and even to make
global projections (Niehans, 1990), making it an important
tool in macroeconomics. It was also adopted by the socialist
countries for planning purposes. Leontief’s work, conducted
mostly in the early part of the century, became all the more
important with improvements in data collection, making it a
precursor to widely used macroeconomic simulation models.

1.5.1.2  Trade Cycle Theorists

As we have indicated, economists from as early as Malthus’
time have been concerned with the business cycle. It also
received considerable treatment from Marx. The business
cycle had a tendency to call into question the equilibrium
analyses of the classical and neoclassical economists,
although they were sometimes explained in terms of market
imperfections or government intervention. Time and space do
not allow a detailed analysis of business cycle theories except
to note that some theories focused on the business cycle as
the result of underconsumption, while others focused on over-
investment, although one can be considered as a corollary to
the other. Some theorists focused on the market for goods
while others focused on the market for money. Some were
interested in short cycles, while others were interested in long
waves. By the time of the Great Depression, as a result of
these efforts, considerable evidence indicated that the econo-
mies of the industrial West did seem to move in cycles, both
long and short. Key individuals involved in this research
include some who have already been mentioned such as
Veblen, Mitchell, Schumpeter, Fisher, Mises, and Pigou. Other
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important contributors were: Mikhail Tugan-Baranovsky,
Nikolai Kondratieff, Arthur Spietoff, Ralph Hawtrey, and
Dennis Robertson. The latter two were colleagues of J.M.
Keynes who influenced his work (Skidelsky, 1992).

One person worth special note is J.A. Hobson
(1858-1940). In 1890 he published his first book (with A.F.
Mummery), suggesting an underconsumptionist theory of
business cycles. Although the book was not well received by
economists, he went on in 1902 to publish Imperialism, sug-
gesting that underconsumption at home led to imperialism
abroad. His work was later picked up by Rudolf Hilferding,
Rosa Luxemburg, and V.I. Lenin to develop the Marxist—
Leninist view of imperialism. It should be noted, however,
that Hobson felt that imperialism only benefited a small
clique of people within the British Empire and was, in general,
not a cost-effective way of dealing with underconsumption at
home (Hobson, 1902).

1.5.1.3 The Stockholm School

Knut Wicksell (1851-1926) and Karl Gustav Cassel
(1866—1945) are generally considered to be the founders of
the Stockholm School. Both were important innovators in
monetary theory (Spiegel, 1991; Screpanti and Zamagni,
2001). Wicksell was one of the first to look at the aggregate
supply and demand for money, made improvements on the
quantity theory of money incorporating the role of credit mar-
kets, and integrated his monetary theory into the a theory of
the business cycle. Cassel developed a theory of interest that
bears some resemblance to that adopted by Keynes. A second
generation of Stockholm economists, such as Gunnar Myrdal
and Bertil Ohlin (1899-1979), expanded on Wicksell’s work,
exploring conditions of less than full employment and the
question of fallible expectations, issues explored by Keynes.
There were differences from Keynes, however. The Stockholm
school did not have a theory of the multiplier and did not
really focus on an economy caught in a period stagnation
(Shackle, 1972; Lundberg, 1985; Blaug, 2002). Lundberg
(1985) also noted that their focus on cyclical instability and
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disequilibrium was not as elegant as Keynes’ equilibrium
model (although allowing for equilibrium at less than full
employment). On the other hand, their analysis was a model
for an open economy, while Keynes focused on a less realistic
closed-economy approach. Ultimately, the implications of the
model produced by the Stockholm school were, according to
Heilbroner (1995), more radical than that produced by Key-
nes. It is not obvious that Keynes knew much about the work
of the younger Stockholm economists since much of it was not
published in English. Yet it does appear that Keynes’ circle
and the Stockholm circle were working simultaneously on the
same set of issues, at around the same time.

1.5.2 Keynes and the General Theory

John Maynard Keynes (1883—-1946) was already a celebrity
by the time the General Theory came out. When he was a
young man, his book The Economic Consequences of the Peace
(1919), prophetically predicting a breakdown in the repara-
tions agreement between the Axis Powers and Germany fol-
lowing World War I, catapulted him into the limelight. While
a lecturer at Cambridge University, he also worked as a jour-
nalist, made a fortune speculating in currency markets, con-
sulted with the Department of Treasury, helped Cambridge
out of its financial difficulties while serving as bursar, was
editor of the Economic Journal, was a patron of the arts, and
wrote books about probability theory and the economics of
money (Skidelsky, 1992).

While many were working along the same lines as Keynes,
he was able to make the most convincing case for a return to
macroeconomic analysis and for government involvement in
the economy, not only because of the power of his theorizing
but because, in part, he was so well known as an economist.
But he could not do so without attacking several “sacred cows”
in neoclassical theory.

According to the traditional theory, in the long run high
levels of unemployment are not possible in a competitive
economy because a surplus would put downward pressure on
wages, encouraging employers to hire more workers. When
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the wage was low enough for all of those desiring employment
to be employed, the market would clear. In the face of the
Great Depression, Keynes (1936) felt that it was impossible
to argue that high levels of unemployment were due to the
unwillingness of workers to accept lower wages. Keynes was
able to draw on his expertise as a monetary economist to link
the high rates of unemployment to larger macroeconomic and
monetary-related issues, suggesting that a number of inter-
vening variables prevent the system from coming to equilib-
rium with full employment. As a student and protégé of Alfred
Marshall, he was able to take the concepts of a National
Dividend and industry externalities to focus on the impact of
macroeconomic variables on aggregate outcomes, ultimately
rejecting the idea that the individual decisions made by indi-
viduals and firms necessarily result in a self-correcting sys-
tem that fully employs all of its resources. The General Theory
is ultimately an argument for an inclusion of macroeconomic
variables and their integration with the utility theory of
value:

So long as economists are concerned with what is called
the Theory of Value, they have been accustomed to teach
that prices are governed by the conditions of supply and
demand...But when they pass...to the Theory of Money
and Prices, we hear no more of these homely but intelli-
gible concepts and move into a world where prices are
governed by the quantity of money...One of the objects of
the foregoing chapters has been to escape from this double
life and to bring the theory of prices as a whole back to
close contact with the theory of value. (Keynes, 1936,
p. 293)

Keynes attempted to integrate macroeconomic variables
into the theory of value by taking what he needed from the
latter, while discarding the rest. He began his discussion by
accepting the marginal productivity theory, which states that
the wage is equal to the marginal product of labor, while
rejecting the idea that the supply of labor is determined by
the marginal disutility of work, with equilibrium arising
where the marginal disutility of work is equal to the wage.
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The disutility of work has no impact on labor supply, according
to Keynes, and laborers have little control over the real wage.
Even if they wanted to lower the real wage, they could not do
so since the real wage is determined by the overall level of
prices.

This “stickiness” in prices flies in the face of traditional
theory, going back to the earliest political economists, who
always assumed that prices were the equilibrating mecha-
nism in the system. But if the real wage is sticky downward,
and the wage is an important component of the price of a
product, then both wages and product prices are sticky down-
ward, leaving the system without its traditional mechanism
to bring it to equilibrium. Instead of prices adjusting, quan-
tities adjust; the quantities are employment and products
(Leijonhufvud, 1968). Thus, equilibrium arrives only as a result
of unemployment and a cutback in output.

Keynes went on to suggest, however, that even if workers
could lower their wages, this might not be desirable, since
this may have an impact on consumption and effective
demand. This is because workers have a higher propensity to
consume. Insofar as a reduction in the wage leads to a shifting
of wealth to the better off, who have a lower propensity to
consume, effective demand will be reduced, resulting in lower
output and more unemployment. Clearly, then, the overall
level of employment is determined by larger forces interven-
ing in the decisions of workers and employers, however much
the former may want to work. The discussion of the marginal
propensity to consume and the role of effective demand is one
of Keynes’ most important contributions to economic thought,
although these ideas are not attributed to Keynes alone.

Keynes recognized that the neoclassical response to this
argument is that the income that is not consumed by the
wealthy will go into investment, thus increasing the demand
for labor in the capital goods sector.* But the success of this

* Although Keynes addressed his analyses to those he referred to as “clas-
sical economists,” those who used marginalist analyses are all considered
neoclassical economists in this paper.
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sector in boosting employment will depend on the inducement
to invest, according to Keynes.

In discussing the inducement to invest, Keynes accepted
several basic postulates from the theory of value. First, the
yield on an investment will be equal to the marginal produc-
tivity of that particular investment. Second, he agreed with
the neoclassical view that competition will force the yield on
different assets to equalize in the long run. He rejected the
idea, however, that the interest rate is payment for forestall-
ing present consumption or that the rate of interest equili-
brates savings and investment. As noted earlier, savings (or
its opposite, consumption) is determined by income. Rather
he saw the rate of interest as a price for liquidity or the
holding of cash balances and contended that the rate of inter-
est equilibrates the supply and demand for money.

The introduction of this idea leads to a number of other
innovations. First is the idea of liquidity preference. In spite
of people losing out on interest payments by holding cash
balances, there are a number of reasons for holding onto cash.
First, people need to hold money for carrying out their day-
to-day transactions. Second, holding money is a precaution
against unexpected events. Third, people desire money in
order to make money by speculating. Although the first two
motives for holding money may be relatively stable, the last
is subject to considerable fluctuation.

The role of expectations is another important innovation,
although also addressed by the Stockholm School. Expecta-
tions will influence the amount of speculative balances people
will want to hold and their willingness to invest in risky
projects. If people have low expectations, as Keynes argued
that they did in the Great Depression, they will be less willing
to invest and will be more likely to hold onto their cash
balances or invest in safer or more liquid assets, like bonds.
Focusing on a wide portfolio of investment options was also
an important addition of Keynes. For while Keynes acknowl-
edged that with competition the yields on all assets would
equalize, in a time of uncertain expectations, liquidity and
lower risk will matter, resulting in a flight to certain assets.
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So not all savings will go into investment as assumed by the
classical economists; there can be leakages as people attempt
to hold on to their wealth in uncertain times. The interest
rate, as the price for liquidity, can be lowered to encourage
people to move into riskier investments, but this strategy does
not always work. Thus, while Keynes acknowledged the
importance of monetary policy in stimulating investment, in
a time of low expectations it may not be enough. Fiscal policy
may be necessary, although Keynes seems to be less concerned
with pump priming than he is with government intervention
in investment decisions.

In Chapter 13 of the General Theory, Keynes summarized
how a number of variables intervene in the success of mone-
tary policy. An injection of money, which should lower the
interest rate, may not do so because of a high liquidity pref-
erence. A decrease in the rate of interest should increase
investment but may not if the return on capital is decreasing
faster than the interest rate. An increase in investment may
lead to an increase in employment but may not do so if the
marginal propensity to consume is falling. Thus, liquidity
preference, the rate of return on capital, and the marginal
propensity to consume are key determinants of what happens.
These variables, in turn, depend on expectations, the wage
bargains between workers and employers, and the prospective
yield on different assets. Ultimately, however, it is a monetary
phenomenon, the interest rate, that has a profound effect on
employment, since it sets the standard that the return on
capital has to reach, which in turn affects liquidity preference
and the inducement to invest. If one incorporates the institu-
tional factors (the monetary system) that may keep the rate
of interest artificially high, then the persistence of involun-
tary unemployment is not surprising.

Keynes also made a significant change in capital theory
when he diminished the role of savings. In the neoclassical
model, savings cause investment, which results in increased
income from the return on investment and increased output.
For Keynes, the interest rate stimulates investment, resulting
in increased income and, from that, increased savings. As
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noted earlier, Keynes argued that too much savings could be
harmful to the economy, resulting in the “paradox of thrift.”
Since higher income countries, according to Keynes, will con-
sume less and save more, this may result in the secular
stagnation of modern economies.

It is important to note that while Keynes also spoke in
terms of “equilibrium,” he was not positing the type of com-
petitive equilibrium posed by neoclassical economists. It was
an equilibrium that could occur at less than full employment.
Further, Keynes did not accept the standard assumptions of
neoclassical economists. In Keynes’ world labor is not per-
fectly mobile, prices are sluggish, psychological and institu-
tional factors affect outcomes, and people do not have perfect
information, resulting in expectations that are not always
rational. Keynes’ analysis not only spoke to the need for a
greater attention on macro-level variables but incorporated
some of the concerns of institutionalists for greater attention
to psychological and institutional factors.

Blaug (2002) referred to the Keynesian revolution as a
true revolution since the complete adoption of Keynesian
ideas was completed in about 12 years. This is not to say that
there were not objections. In spite of being trained as a math-
ematician, Keynes used little math and even fewer graphs. A
number of attempts were made to make Keynesian analysis
more amenable to the conventions of traditional economics.
John Hicks (1904-1989) and Paul Samuelson (1915- ) are
generally credited with incorporating Keynesian macroeco-
nomics into traditional theory, much to the chagrin of die-
hard Keynesians such as Joan Robinson. Others, such as
Franco Modigliani (1918- ), James Duesenberry (1918- ), and
Milton Friedman (1912— ), conducted research on the con-
sumption function that disputed Keynes’ claim that the mar-
ginal propensity to consume varies as much as he expected
by income, when one examines consumption over the life cycle.
This undermined his assertion that there is a tendency to
secular stagnation in high-income countries. Nevertheless,
until the 1970s, there was a general acceptance of Keynes’
framework. The changes in the 1970s will be discussed in the
following section.
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1.6 MODERN ECONOMICS

The Keynesian revolution reconnected neoclassical economics
to macroeconomics, although it proved to be an uneasy alli-
ance. The uneasy marriage between the two began to fracture
in the final quarter of the twentieth century, although there
is ongoing work to bring them together again. Microeconomics
continued to develop, incorporating more elaborate mathe-
matical models and econometric studies. A new school of insti-
tutionalism emerged with closer links to neoclassical
economics. Marxists continued to raise issues about class and
imperialism. And economic historians continued to explore
the nature and causes of the wealth of nations, while also
incorporating econometric analyses in their work. Before dis-
cussing these new trends, a brief discussion of the important
influences shaping economics since the end of World War 11
will be presented.

1.6.1 The Post—=World War Il Period

The 1930s and 1940s were a time of profound economic and
political crisis in the West. The Great Depression had a pro-
found influence in economics, resulting in the rise of Keyne-
sian macroeconomics and calls for greater government
involvement in the economy. On the other hand, those who
were affected by the rise of fascism and communism tended
to advocate for less government influence and the mainte-
nance of classical principles.

Other than Keynes, another advocate of more govern-
ment influence was Karl Polanyi, who published The Great
Transformation in 1944. Polanyi, a Christian socialist, argued
that prior to the rise of capitalism, the market was subordi-
nated to society, echoing the concerns of Aristotle that this
should in fact be the case. The rise of capitalism resulted in
the subordination of society to the market, a development
that was justified by the classical political economists and
their heirs. It was this subordination of society to the market
that, according to Polanyi, resulted in depression and war.
One of the factors leading to the Depression, according to
Polanyi, was the Western powers’ insistence on adhering to the
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gold standard when it was obvious that it was choking off
economic growth, until it was too late to stem the rise of
antidemocratic forces. Traditional economists clung to the
gold standard in the name of liberal political economy, the
gold standard serving as an important mechanism that moved
the system into monetary equilibrium. (While Keynes would
have agreed that the gold standard was problematic and was
one of the earliest advocates for leaving it, he argued for a
more complex view of the issues leading up to the Great
Depression.) The answer, according to Polanyi, was to move
in the other direction — subordinating the market to serve
social ends.

A sharp contrast to this viewpoint is that of Frederich
Hayek, who wrote The Road to Serfdom, also published in
1944. Hayek argued that any interference in the market
would ultimately lead to totalitarianism. For Hayek, there
was ultimately no distinction between fascism and socialism,;
either approach leads to central planning and, ultimately,
autocracy. The Fascists in Germany, after all, started out
calling themselves National Socialists. As noted earlier,
Hayek was also involved in the debate in the 1930s about
limitations on central planning, given the information that is
needed to efficiently allocate resources — information that is
better obtained in the market, according to Hayek. The Road
to Serfdom became the key tract of libertarian thought, which
reached the pinnacle of its influence during the administra-
tions of Margaret Thatcher in England and Ronald Reagan
in the United States. Hayek was a major influence on Milton
Friedman who, to this day, is an important proponent of lib-
ertarian views. His ideas are presented most cogently in Cap-
italism and Freedom (1962), where he proposed vouchers for
education as a way of making public education more efficient
and opposed antidiscrimination measures as interfering in
the market. Friedman has also been an advocate for a nega-
tive income tax for the poor to provide aid for those in need
without the additional interference of government in their
daily lives.

Friedman, along with Anna Schwartz (1963), also argued
that the depth of the Depression could have been avoided if
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the monetary authorities had acted more quickly and deci-
sively, first to contain the boom in the 1920s and then to
stimulate the economy at the onset of depression. For Fried-
man and Schwartz, the Great Depression represented a fail-
ure of economic leadership, rather than a failure of classical
political economy. This view is echoed in a different analysis
by economic historian Charles Kindleberger (1986) and by
Keynes himself, who was highly critical of the actions of mon-
etary authorities in England. Friedman, however, has used
this argument to advocate for a monetary approach to man-
aging the economy, to complement his opposition to the intru-
sion of government by way of fiscal and regulatory policies.

Another important influence was the philosopher Karl
Popper. As noted earlier, Popper (1902-1994) — a colleague
of Hayek at the London School of Economics — opposed any
kind of utopian thinking, as ultimately totalitarianism
becomes necessary to make utopia possible. Further, there
was a tendency, according to Popper (1943), to give up a role
for human agency when one believes in an inevitable future,
often a feature of Marxist or fascistic thinking. Popper, unlike
Hayek, began as a socialist and was never as opposed to
government action as the latter. But he was bitterly disap-
pointed in the socialist left for not doing enough to forestall
the rise of fascism in Europe because of their mistaken belief
that the crisis in Europe represented the inevitability of class
struggle (Hacohen, 2000).

Popper’s greatest influence on economics, however, is in
the realm of methodology. He began his career as a philoso-
pher of science and wrote his first book, Logik der Forschung
(Logic of Scientific Discovery) in 1935. Popper — influenced
by Kant — confronted the issue of deduction versus induction,
arguing that since science engages in a search for universal
laws, there is no way of going from induction to generaliza-
tions. The scientist must always begin with deduction. This
does not mean, however, that a scientist may not be empirical.
Popper took great pains to separate induction from empiri-
cism. The deductive theories of scientists must be testable, or
in Popper’s words, falsifiable. Although limitations in empirical
method may limit the extent to which any one can absolutely
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prove something to be true, one can attempt to show that
something is false or inconsistent with theory. Although any
one study is usually not enough to do this, if a number of
studies consistently falsify a theory, there is reason for the
scientific community to reject the explanatory power of that
theory. What Popper did here was to remove the traditional
link between induction and empiricism, reject induction, and
then link empiricism to deductive thinking through the vehi-
cle of falsification.

Finally, Popper defined his demarcation criteria. A
demarcation must be made between what is science and what
is metaphysics or philosophy. Theories or hypotheses that can
be falsified are a part of science; those that cannot be are
metaphysics. This is an extraordinary proposition since there
are theories in economics that are not easily testable; for
example, Marx’s theory of history would be considered phi-
losophy rather than science since it is not easily falsifiable.
There are many theories in physics, however, that Popper
would consider metaphysical as well if they cannot be tested.
Popper, as a philosopher, is not opposed to metaphysics but
is clear in his association of science with deduction and falsi-
fiability; essentially demanding of scientists that they should
be able to empirically test their ideas if they are to be con-
sidered credible, as science.

Unfortunately, time and space do not allow a discussion
of some of the criticisms of Popper. The point for this paper
is to emphasize the tremendous influence Popper’s work has
had on economics, which has — more so than any other social
science — fundamentally absorbed Popper’s message. Friedman
described a Popperian approach for economics in his influential
book, Essays in Positive Economics (1953). Although econo-
mists still place a great deal of importance on theorizing, there
is a general expectation that hypotheses should be testable
in some way.

The post—World War II focus on falsifiability came at a
time when great improvements were underway in statistical
methodology, data collection, and computers. Thus, there has
been an explosion of econometric analyses, focused on testing
and attempting to falsify fundamental theories in economics.
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Some feel that the explosion of econometric research has dis-
tracted economists from the evolution of economic theory or
even from an understanding of economics as a theoretical
science. But it is unlikely that the rabbit will be put back into
the hat. Key innovators in the econometric approach include
Edgeworth, Fisher, Henry Moore, Henry Schultz, Paul H.
Douglas, and Tinbergen.

In addition to the explosion in econometrics, an explosion
has taken place in the role of mathematics in economics. This
has been a slower development if one considers that attempts
have been made to include mathematics in economics since
the time of Cournot (1801-1877). But the expectation that
one would approach economics mathematically received a
great impetus from economists such as Paul Samuelson,
whose book Foundations of Economic Analysis, published in
1947, had a profound effect on the field. Unlike Marshall, who
put his mathematics in the appendix to his work, the math-
ematics in Foundations takes center stage in Samuelson’s
description of economic ideas. Samuelson was very clear that
he was heavily influenced by his training in physics in devel-
oping his approach to mathematical economics. Other people
who have been influential in bringing mathematics into mod-
ern economics include Fisher, Tjalling Koopmans, Tinbergen,
Kenneth Arrow (1921- ), and John von Neumann
(1903-1957). According to Leonard (1995), von Neumann —
one of the founders of game theory (discussed below) — was
part of a movement on the part of mathematicians to colonize
other fields, suggesting again that the impetus came as much
from mathematicians moving into economics as it did from
economists moving to math.

1.6.2 Themes in Microeconomics

In 1944, mathematician John von Neumann and economist
Oskar Morgenstern published The Theory of Games and Eco-
nomic Behavior, which they hoped would be an alternative to
traditional microeconomics. According to Leonard (1995), Von
Neumann hoped to move economics away from a focus on
classical mechanics, using differential calculus, to one that
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was in keeping with changes in natural science: from deter-
minism to indeterminism, to probability, and to discontinuity.
The Theory of Games (1944) utilized set theory, probability
theory, and linear algebra to explore the behavior of small
groups. It allowed for actors to act with incomplete informa-
tion, operating in a context where they have to consider the
moves made by other actors, some of whom may have more
power than others do. It allowed for coalition building and
strategic decision making.

The mathematician John Nash (1928- ) also played a
role in game theory: he made a distinction between coopera-
tive and noncooperative games, of which the latter proved to
be more important in economics, in keeping with the focus in
economics on competitive behavior. He defined an equilibrium
point in game theory, called the Nash equilibrium, as the point
where no actor can improve his position by using an alterna-
tive strategy; he set forth the basic axioms for bargaining that
would produce a unique solution; and he is generally credited
with generalizing game theory so that it can incorporate a
large number of players and a complex set of choices and
strategies (Leonard, 1998; Myerson, 1999; Nasar, 1994).

One could argue that the contribution of von Neumann
may be in keeping with Mirowski’s (1989) discussion of the
importance of the physics metaphor in economics. Von
Neumann made contributions, as a mathematician, to quan-
tum mechanics as well as economics and brought his experi-
ence in physics to his work in economics. But Neumann and
Morgenstern were also skeptical of modern macroeconomics
(Nasar, 1994) — not surprising when one considers that
Morgenstern came from the Austrian school, with its focus on
methodological individualism. So their push for game theory
may also represent an attempt to focus attention again on
microeconomics, albeit in a new way, and, as mentioned ear-
lier, Neumann’s desire to increase the influence of mathema-
ticians in economics.

In spite of the initial positive response to game theory,
innovations in general equilibrium analysis eclipsed game
theory in the 1950s. Work by Kenneth Arrow, Gerard Debreu
(1921- ), and other economists showed that there could be a
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unique solution in general equilibrium analysis, solving a
problem that plagued Walras’s model. Interestingly, Arrow
was influenced by Nash’s approach to game theory in devel-
oping his axiomatic approach to finding a unique solution for
general equilibrium analysis (Duffie and Sonnenschein, 1989;
Nasar, 1998). According to Myerson (1999), Nash’s approach
may be just as important as his contribution to game theory,
as it has been widely adopted by economists, and brought a
new standard for rigor in economics, particularly mathemat-
ical economics.

Arrow subsequently incorporated more elements into his
model, such as a role for uncertainty and financial markets
(Duffie and Sonnenschein, 1989), issues that were a part of
Keynes’ critique of traditional economics. The general equi-
librium model has the potential of explaining the influence of
tastes, technology, and the distribution of wealth and
resources on the determination of value (Duffie and Sonnen-
schein, 1989) and does so in a mathematically elegant way.
But it has been criticized on a number of grounds: the number
of restrictive assumptions that have to be applied in order to
obtain a unique solution; the type of competitive economy
required is not considered realistic, since imperfect competi-
tion is precluded; it leaves out the role of institutions; it is
based on the assumption that all decisions are made simul-
taneously; and it is not useful for forecasting (Shackle, 1967,
1972; Screpanti and Zamagni, 1990). It remains at the heart
of modern microeconomics, nevertheless.

Currently, general equilibrium analysis and game theory
coexist. The former generally focuses on the decisions of indi-
viduals and firms, while the latter generally focuses on small
groups and institutions. Economists have found that game
theory allows for an incorporation of the role of institutions
and a historical and cultural context in the analysis of eco-
nomic decision making (Leonard, 1995). They have been able
to address many of the critiques made of economics in the
past, including the concerns of the institutionalists Schum-
peter, Knight, and Coase that economics should look inside
institutions and consider how the system operates behind the
cost curves on which they often focus. Nevertheless, in spite
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of the ability of game theory to grapple with more relaxed
assumptions about the nature of economic activity, it still has
been criticized for the restrictive assumptions that are nec-
essary for the games to work. The interest in game theory
can only increase, however, as its applicability to a number
of areas also increases. Currently game theory is used in
setting up government auctions and in utility regulation, in
addressing problems in assigning joint costs, in analyzing
collusion and oligopoly, and in a number of situations involv-
ing bargaining and side payments.

Von Neumann also played a role in reviving interest in
utility theory by developing the concept of expected utility. As
noted earlier, the concept of utility has moved through a
number of iterations. Von Neumann reintroduced a cardinal
measure of utility by assuming that people try to maximize
their expected utility, by applying probabilities to various
possible outcomes. The expected utility theory, according to
Schoemaker (1982), became the major paradigm in decision
making since World War II with applications in management
science, finance, and psychology, as well as economics. There
have been a number of criticisms of expected utility theory,
probably the most important involving the problem in assign-
ing probabilities to various outcomes. This has raised ques-
tions about the falsifiability of expected utility theory.

Further, expected utility theory is based on several basic
assumptions of rationality, which in experiments have often
proven to be incorrect. First, it is assumed that preferences
are transitive: if a person prefers A to B and B to C, then he
or she prefers A to C. But often preferences are not found to
be transitive if people are making comparisons within a num-
ber of dimensions. Another assumption is that an outcome in
between A and B would have a value intermediate between
A and B, but tests find that this is not the case. Another
assumption is that preferences are invariant to risk. Work by
Kahneman and Tversky (1979) — which ultimately resulted
in a Nobel Prize — found that people rate certain outcomes
much higher than uncertain ones, even when facing reason-
able risks. A number of studies have found that people tend
to underestimate some probabilities and overestimate others;
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depending on the order in which possibilities are presented
and how they are presented, the possibilities are “anchored.”
Further, people do not seem to react proportionately to low-
probability events relatively to high-probability events. Many
theorists are increasingly concerned, therefore, that a narrow
view of rational behavior is a limitation on expected utility
theory and are searching for new models. It should be noted,
however, that some of these axioms were developed to ensure
that the mathematics used would work.

It is not so much that economists have rejected the con-
cept of rational behavior, however, but many are seeking a
more realistic and robust definition of rationality (e.g., Sen,
2002; Schoemaker, 1982). Nevertheless, in spite of the criti-
cisms, the debates about expected utility theory have kept the
utility theory of value alive and in the forefront of economic
theorizing.

A related issue is welfare economics, which incorporates
the utility theory of value to make decisions about social
welfare. Again, it was Kenneth Arrow, in the early 1950s, who
reopened the debate about social choice theory by showing
that a few general rules for democratic voting could not be
simultaneously satisfied. Like the debate over interpersonal
comparisons of utility, this debate called into question the
possibility of making social decisions that were neither arbi-
trary nor despotic (Sen, 2002). Work by Amartya Sen (2000,
2002) and a number of other economists has focused on those
conditions that will in fact make social choice possible. Unlike
many other economists, Sen has not been afraid to endorse
external criteria for making choices, which goes well beyond
Pareto optimality. Sen has also noted the necessity for con-
fronting the problem of social choice since, in the real world,
policymakers do in fact make interpersonal comparisons and
important social choices, with or without the guidance of
economic theory. Once again, the debate in itself has played
a role in reviving interest in the utility theory of value, in
spite of the problems raised by it.

In the post—World War II period, the utility theory of
value has been extended to explore nonmarket decision mak-
ing, such as the decisions to marry, have children, or commit
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crimes. Gary Becker (1930- ) has generally been credited with
extending the reach of economics beyond the marketplace,
although one can argue that the classical economists, with
their population theories, had already done so.

But perhaps most interesting is the incorporation of
institutional analysis within the purview of microeconomics.
The case of game theory has been discussed previously. But
the work of Ronald Coase and his followers has also been of
importance. As noted earlier, Coase is famous for his intro-
duction of the concept of transactions costs in a firm’s eco-
nomic decision making as important in determining the size
and structure of the enterprise. In 1960, he extended this
analysis to examine the externality problems posed by Pigou,
but arguing that government intervention would not be nec-
essary where there are externalities if the affected parties
made bargains, involving side payments, to compensate for
the externality or to buy out the offending party (Coase, 1960).
This does not mean that government is not necessary since
the transactions costs involved in initiating bargaining are
often high, requiring the intervention of governments. Coase’s
point is powerful, nevertheless, since it highlights an impor-
tant reason for the involvement of institutions in what could
be private decisions.

Oliver Williamson (1975, 1985) has played an important
role in systematizing and promoting Coase’s ideas in the
post—World War II period. According to Williamson, the new
institutionalism, as well as incorporating ideas from Coase,
incorporates influences from mainstream microeconomics,
economic history, the economics of property rights, compara-
tive economic systems, labor economics and industrial orga-
nization, the old institutional economics, the literature on
market failure, Herbert Simon’s (1945) work on bounded
rationality in the context of institutions, business history [par-
ticularly the work of A.C. Chandler (1966)], the work of people
such as Schumpeter and Knight, discussed earlier, and some
of Hayek’s work on the rational economic order. The key issues
of the new institutionalists involve the attenuation of prop-
erty rights and how it affects outcomes, the delegation of
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responsibility and the problems that arise therefrom (princi-
ple/agent models), moral hazard issues that evolve when the
performance of an agent is difficult to observe, adverse selec-
tion issues that arise where the cost of measuring perfor-
mance is high, and the impact of uncertainty on decision
making (Eggerston, 1990; Williamson, 1975, 1985). Institu-
tionalists have examined these problems in the context of
business firms, government, and the nonprofit sector. But
beyond these themes, what has made the new institutional-
ism more comfortable than the old institutionalism to main-
stream economists has been the focus on utilizing deductive,
theoretical propositions to frame the discussions. These prop-
ositions are not only consistent with economic theory, but the
methodology and approach is more consistent with main-
stream economics than was the case for the old institutionalists.

1.6.3 Themes in Macroeconomics

Following Keynes’ untimely death in 1946 at the age of 63, a
number of scholars attempted to expand on his work. An
important extension to Keynes’ work was made by his friend
Roy Harrod (1900-1978). Harrod sought to make Keynes’
ideas more dynamic by examining the factors contributing to
economic growth and the conditions that would produce a
stable growth trajectory at full employment. A similar growth
equation was discovered by Evsey Domar (1914— ), resulting
in the labeling of the growth model as the Harrod—Domar
growth model. Analyses of growth became an important com-
ponent of macroeconomics, with the Harrod—Domar model
often used as the relevant model for economic development.
Growth theorists have also attempted to measure the impact
of technical change on economic growth, focusing on an impor-
tant gap in economic theory.

Many of Keynes’ followers came to be categorized as
“post-Keynesians” after his death. Screpanti and Zamagni
(1990) divided the post-Keynesians into two groups: that
based in England, which was primarily interested in issues
of growth and distribution, and that based in the United
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States, which was primarily concerned with financial insta-
bility. While there is considerable overlap in reality, there
were some major differences. Those in Cambridge, England
were particularly influenced by Polish economist Michael
Kalecki (1899-1970), who came from a Marxist background,
and who, according to Screpanti and Zamagni (2001), did not
operate with the same doctrinal constraints as the Marshal-
lian Keynes. The Cambridge Keynesians aligned themselves
with Kalecki’s views and were more willing to incorporate
Marxist ideas into their view of Keynesianism. It is thus no
surprise that they focused on issues of economic growth,
income distribution, and capital accumulation — important
issues to Marx. But many of the Cambridge economists, such
as Joan Robinson, rejected other aspects of Marx, such as the
labor theory of value, and still maintained some attachment
to Marshall as well (Gram and Walsh, 1983). Key post-
Keynesians in England included Richard Kahn, Nicolas Kaldor,
Joan Robinson, Luigi Pasinetti, and G.L.S. Shackle.

In the United States, post-Keynesians focused on a num-
ber of issues: they attempted to incorporate credit and other
monetary institutions in their analyses; they were also inter-
ested in the dual economy approach, which envisioned the
economy as divided between a competitive sector and an oli-
gopolistic sector that used mark-up pricing; and they, like the
English post-Keynesians, were concerned about income dis-
tributional issues implied by Keynes’ work (Eichner, 1978).
Key post-Keynesians in the United States were Paul Davidson,
Hyman Minsky, Sidney Weintraub, and Lorie Tarshis.

Most of the post-Keynesians were uncomfortable with
the Hicks—Samuelson synthesis of Keynesian and neoclassical
economics, since they felt it led away from Keynes’ true mes-
sage. In the 1970s, neoclassical economists increasingly
became disenchanted with it as well. According to Mankiw
(1990), the consensus frayed for two reasons. First, the eco-
nomic problems of the 1970s, in which high inflation rates
coexisted with high unemployment, called into question
Keynesian ideas. One of these ideas is that inflation and
unemployment should move in opposite directions: when the
economy is at full employment there are pressures to increase
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wages and, therefore, a tendency to inflation; when unemploy-
ment is high, even an injection of additional money will not
increase inflation because the economy is not operating at its
potential and an increase in employment will absorb the
impact of a stimulative monetary policy. It should be noted
that this idea, encapsulated in the famous Phillips curve, was
not explicitly stated by Keynes but can be derived from his
work.

The second factor affecting the consensus was the grow-
ing chasm between microeconomics and macroeconomics. The
microeconomics of the post—World War II period was based
on the assumption that people made rational decisions and
that markets will clear in a competitive economy. Keynes’
model presupposed that people were driven by “animal spir-
its” and irrational (or at least incorrect) expectations that
often led them to make poor decisions and led the economy
to a situation where markets did not clear, particularly the
labor market, which was prone to unemployment. While this
disjuncture always existed between microeconomics and mac-
roeconomics, the success of general equilibrium analysis and
the expected utility model only reinforced the differences, as
did the debate over the causes of the crisis in the 1970s.

Robert Lucas (1937— ) led a movement away from the
Keynesian approach. Using work on adaptive expectations
developed by others, he argued that even if people have incor-
rect expectations, they will learn and adapt to their mistakes,
so that in the long run they will make rational decisions, or
at least most people will, pushing the economy to a long-run
competitive equilibrium. This led Lucas and others to pose
the more radical proposition that, because of adaptive expec-
tations, public policy will have no impact on economic deci-
sions: people will come to expect the government to take
certain actions and will incorporate these expected policies
into their decision-making calculus, thus undermining any
incentives provided by government. Lucas and his followers,
who came to refer to themselves as New Classicals, also
argued that business cycles are the result of changes in tech-
nology and that fluctuations in employment represented
changes in the number of people who wanted to work. Thus,
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New Classical is an appropriate appellation since economic
theory is collapsed back into a neoclassical microeconomic view,
with little room for macroeconomic variables or policies.

This did not result in the death knell of Keynesian eco-
nomics, however. Mankiw (1990) has noted that the theorizing
of academics did not change the usefulness of Keynesian eco-
nomics to policy makers, who continue to believe in and rely
on Keynesian principles. Further, a number of studies called
into question the predictions of the New Classicals about the
importance of government policy (Sheffrin, 1996). A new
group of economists, referred to as New Keynesians, has
attempted to address the critique of the New Classicals that
a theoretical disjuncture exists between microeconomics and
macroeconomics, while still hewing to important Keynesian
principles. Interestingly, the New Keynesians tend to accept
the proposition that people do operate with adaptive expec-
tations, thus drawing a link here with microeconomics, albeit
in spite of ongoing debate among microeconomists about the
true meaning of rationality. But, like Keynes, the New Key-
nesians reject a number of other assumptions that underlie
microeconomics: they tend to reject the idea that markets are
perfectly competitive, allowing for monopolistic competition
and a dual economy approach at times; they incorporate the
effects of labor contracts and transactions costs involved in
changing prices, that will make them sticky downward; they
examine coordination failures between industries or between
jobs and workers; they allow for imperfect information; and,
unlike Keynes, they argue that the wage will not equal the
marginal product of labor as employers may keep wages arti-
ficially high in order to retain their most productive workers
(Mankiw and Roemer, 1991a and 1991b).

These initiatives have gone a long way to address some
of the concerns expressed about the Hicks/Samuelson consen-
sus. Nevertheless, there are those who still critique the New
Keynesians for accepting the assumption of adaptive expec-
tations and for relying too heavily on “supply side” issues,
while ignoring Keynes’ concerns about the role of effective
demand and the need for demand management policies on
the part of government (Heilbroner and Milberg, 1995). It
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should be noted, however, that it is not obvious that Keynes
ever anticipated the degree of government involvement in the
economy that exists in our time. Skidelsky (2000) has cited a
comment made by Keynes to a young American “Keynesian”
economist that he was more “Keynesian” than Keynes. So it
is difficult to surmise how Keynes would have viewed the
world in which we now live.

1.6.4 Marxists and Neo-Ricardians

Marxists continue to grapple with the labor theory of value
and the transformation of values into prices. Although there
has yet to be a satisfactory solution to Marx’s transformation
problem, there has been some successful work on Ricardo’s
transformation problem. In 1960, Piero Sraffa published a
small book entitled Production of Commodities by Means of
Commeodities: Prelude to a Critique of Economic Theory. Using
linear algebra, he showed how it is possible to create an
invariant standard of value — a composite commodity — that
will have the properties desired by Ricardo: the composite
commodity can be transformed into prices (so prices are,
therefore, determined by production), and Ricardian distribu-
tional outcomes can be derived from the analysis, with wages
set at some level of subsistence and profit as a surplus (Har-
court, 1972). According to Eichner (1978), Sraffa’s system can
be integrated with neoclassical theories of oligopoly and can
include Keynesian analyses of the level of output, based on
effective demand. Thus it can incorporate classical, Keyne-
sian, and Marxist elements. It is not truly Marxist, however,
because the composite commodity — while consisting of basic
goods that may comprise the basic “wage” of labor — still does
not lead to a labor theory of value in the Marxian sense, with
its highly developed theory of surplus value and the exploi-
tation of labor. It is for this reason that Sraffa described
himself as neo-Ricardian, since Ricardo’s approach was more
narrowly focused on labor as a cost of production. Sraffa’s
system was a major achievement insofar as it solved a prob-
lem that puzzled classical economists for a long time. Unfor-
tunately, though, as Harcourt (1972) noted, Sraffa’s critique
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of economic theory is not made specific enough. Further,
Sraffa’s solution came at a time when it was extremely diffi-
cult to convince mainstream economists to reconsider the
utility theory of value.

Nevertheless, Marxist economists have continued an
ongoing critique of mainstream economics. They question the
lack of attention given to the differential power that people
have in making decisions and the extent to which their pref-
erences are defined by social class, race, and gender. Marxists
are also likely to question the waste of resources that exists
in capitalist societies, with their huge expenditures on adver-
tising and marketing to encourage people to buy often useless
and unnecessary goods. And, in spite of rising living standards
for the working class in the industrialized West, they often
argue that people have become alienated from their work and
even from their own selfhood as the marketplace comes to
dominate every aspect of their lives. Of course, they continue
to argue for some form of socialism, although there is great
variability on this issue.

Marxists also continue to pursue the issue of imperialism
and often argue that rising living standards in the West have
been at the expense of people in poorer countries, who provide
the natural resources and cheap labor needed to feed the West.
The theory of imperialism has been developed and extended
as a result of the efforts of such scholars as Paul Baran (1957)
and Andre Gundar Frank (1967). Baran introduced the idea
that underdevelopment is reproduced and furthered by impe-
rialism. This idea was picked up by Frank and other scholars
in what eventually came to be known as “dependency theory,”
posing an interdependent relationship between “core” coun-
tries in the West and poor “Third World” countries in the
“periphery,” which benefits the former at the expense of the
latter. While some Marxists often underestimate the impact
of productivity changes in improving living standards in the
West, the tremendous gap in living standards across the globe
and the increasing power of large multinational companies
make their critique of capitalism and their concerns about
the encroachment of the West into the economies and political
sovereignty of the poorer countries very compelling and difficult
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to ignore. They pose a very real challenge to mainstream
economists to propose solutions to what seem to be the intrac-
table problems of the developing world.

1.6.5 Economic History

In spite of the importance of economic history to the analyses
of key classical economists, such as Adam Smith and Karl
Marx, economic historians often feel that their concerns have
been pushed aside in the wake of the explosion of research in
microeconomics and macroeconomics (e.g., see Parker, 1986).
Like their counterparts, economic historians have adopted the
new econometric methods of the post—World War II era, apply-
ing them to a number of interesting historical topics. Often
this has been more difficult for economic historians because
of the limitations of historical data.

Like the institutionalists, economic historians have
incorporated more traditional economic theory in their anal-
yses and work with the deductive methodology of economics;
debates about induction versus deduction that were impor-
tant in the time of the English or German historical schools
no longer apply. Economic historians still critique mainstream
economists, however, about the ahistoricism that operates in
much of economic thinking. And probably more so than any
other group of economists, economic historians try to grapple
with the role of technology as a motivating force in the econ-
omy (e.g., David, 1986; Mokr, 2002; Rosenberg, 1982).

Perhaps most interesting is the great number of economic
historians who continue to ask Adam Smith’s first question:
what are the nature and causes of the wealth of nations? A
number of economic historians have pursued the evolution of
capitalism and have tried to identify the key factors that have
brought success to the West. Some have focused on the evo-
lution of institutions that ensure property rights (North and
Thomas, 1973; Thomas, 1981); others have focused on the
evolution of democratic, decentralized, flexible, and pluralistic
societies in the West (Jones, 1987, 1988; Rosenberg, 1986);
others have focused on technological change (Mokyr, 1990); and
others have focused on favorable circumstances and access to



76 Burbridge

resources (Pomeranz, 2000). But all of these discussions,
whatever one’s point of view, are expansive in asking the
larger questions that are often hidden in economic analyses.

What economics still has not accomplished in spite of the
work of a great number of scholars is to adequately answer
Smith’s first question. This is relevant as the acceptance of
economics to people outside of the West may, in fact, rest on
the answer to this question. Exactly what are the nature and
causes of the wealth of nations?

1.7 CONCLUSION

As indicated earlier, not all economists devote their attention
to a specific theory of value, but one is implicit in most of
what economists do. For classical economists and Marxist
economists, the theory of value centers on labor as the source
of all value. Out of this theory of value emerges a theory of
distribution and an acknowledgment — even on the part of
non-Marxists — that the world is divided into classes of peo-
ple, who hold different roles in the economy. This theory of
value is also a theory of production, which proved to be one
of its limitations. The classical economists were very slow to
adopt a theory of demand and supply, in part because of their
focus on labor as the only source of value.

Utility theory emerged in order to rectify these omis-
sions; but one cannot ignore the greater amenability of utility
theory to mathematical analysis and “safer” ideological impli-
cations of utility theory in light of the rise of Marxism. The
paradigm that emerges from the utility theory of value pro-
vides a justification of profits based on marginal productivity,
and it provides a theory of distribution that promises efficient
and equitable rewards to labor and capital alike. It also adds
to economics a well-developed theory of demand and supply,
which was lacking in the classical model and which is based
on the assumption of rational, calculating economic man.

The utility theory of value also created an uproar, of sorts,
in economics because of what it left out. It left out the mac-
roeconomic and policy issues that were of concern to many of
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the classical economists, except for a rudimentary theory of
money. It was very difficult to go from a model focusing on
individual choice to a consideration of overall social welfare,
in spite of the many attempts made in that direction. It also
left out considerations of the social, cultural, historical, insti-
tutional, psychological, and sometimes, technological, factors
that provide a context for individual choice and that help to
determine the final outcome of those choices.

Keynes and his followers attempted to reintroduce issues
relating to aggregate social welfare, economic growth, and
employment, which were of interest to the classical econo-
mists. Keynes also sparked renewed interest in the theory of
money and interest, the role of monetary policy in the econ-
omy, and a new interest in the role of various financial instru-
ments that are sources of investment. Keynes’ attempt to
merge macroeconomics and the utility theory of value was not
entirely successful, however, although unlike the situation
with some of his followers, this did seem to be his intention.
For Keynes, the neoclassical model was useful in explaining
the demand for labor and capital, but he also argued that a
number of variables intervene in the process that should
result in a final equilibrium between supply and demand,
with full employment, but that often does not. The distribu-
tion of income, insofar as it affects the marginal propensity
to consume, becomes an important component of Keynesian
analysis. Psychological variables, insofar as they affect liquid-
ity preference and the inducement to invest, are also impor-
tant. In Keynes’ view, people can make the wrong choices
because of inaccurate or irrational expectations.

In the post—World War II period some economists tried
to abandon a synthesis between microeconomics and macro-
economics in light of the differences that persist between the
two approaches. But this only reintroduced the disparities
between theory and reality that Keynes was attempting to
address. Others have attempted a new synthesis between
microeconomics and macroeconomics, a process that is still
underway, by focusing on market imperfections and by relax-
ing some of the more rigid assumptions that are a part of
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traditional neoclassical economics. The link that is being
forged between microeconomics and macroeconomics is the
assumption of an economy that consists of rational, maximiz-
ing decision-makers who nevertheless encounter a number of
impediments to making the best possible decisions — such as
imperfect competition, transactions costs, or asymmetric
information.

At the same time, microeconomics has greatly expanded,
addressing many more types of questions — such as those
dealing with the functioning of institutions — and has become
more mathematical — including expansion into new types of
mathematical analyses such as those involving probability
theory and linear algebra. Throughout these changes, the
assumption of rational, economic man not only persists but
has been enhanced as the result of additional axioms that
have been added to the paradigm in the name of logical and
mathematical precision.

As a result of these developments, the utility theory of
value and its centerpiece — rational, economic man — has
had to bear an increasing burden to support an ever-increas-
ing breadth of analyses underway in economics. It is of no
surprise, therefore, that many scholars — both inside and
outside the discipline — have come to question this most
fundamental of assumptions, which has been with economics
since the Age of Reason: that people are rational. Further, if
it is accepted that people are rational, how can rationality be
defined in an imperfect world full of imperfect people? Finally,
how can this assumption of rationality help us to explain some
of the great questions that continue to puzzle us?

Of course, one can always ask the counterfactual ques-
tion: how does it help us if we assume that people are not
rational? Without rationality would there be any way to
explore important economic issues at all? The answer is prob-
ably no. In order to develop models of human behavior, it is
necessary to assume some coherence to that behavior. The
discussion really revolves around the parameters and limita-
tions to rationality, those factors that influence rationality,
which may help or impede rational decision-making. And,
after a long disquisition on the history of economic thought,
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it is what we must come to terms with. It is a question that
economists have often avoided for the sake of their economic
models, and that is at least as old as the Age of Reason that
gave birth to political economy in the first place.
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2.1 INTRODUCTION

Fiscal federalism is the study of the financial relationships
between multiple levels of government. In the United States,
this commonly is considered to be the relationship between
the federal, state, and local governments, with each level of
government having specific rights and obligations. However,
from a global perspective, fiscal federalism often is considered
a specific case of the more generalized study for fiscal decen-
tralization and thus, eliminates the constraints imposed upon
the latter by the federalist form of government.
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Much of the underlying theory of fiscal decentralization
is based upon Richard Musgrave’s (1939) functions of govern-
ment. In his seminal piece, Musgrave defined the economic role
of government as threefold. First government must stabilize
prices, preventing excessive inflation and ensuring full employ-
ment. Second, governments need to ensure efficient allocation
of resources, either in the market or through government
provisioning. Finally, governments must ensure that socially
acceptable levels of wealth distribution and market access are
maintained and, if they are not, redistribute the wealth. These
three functions are performed in the following ways:

e Stabilization is the government’s role in maintaining
stable prices and employment. This goal can be
addressed through both monetary and fiscal policies.
Monetary policy — setting interest rates and regulat-
ing the money supply — is done at the central govern-
ment level. For obvious reasons, it makes little sense
for regional or local governments to print and issue
currency. Such actions would result in uncertainty of
currency valuation and create inefficiencies in inter-
state trade. Fiscal policy also can be utilized to manage
economic stability. By adjusting the levels of govern-
ment taxes and expenditures, economic growth can be
either stimulated or constrained. Again, use of fiscal
policy to manage economic stability is usually best
done at the central government level. When fiscal pol-
icy is utilized at the regional or local level, economic
spillovers are often realized across decentralized juris-
dictions resulting in economic distortions. For
instance, when one state lowers tax rates, this action
tends to stimulate that state’s economy at the expense
of the neighboring states.

e Allocation is the second function of government. This
function ensures that goods and services are allocated
in sufficient quantities either through the market or
through government provisioning. For some goods and
services, such as missile defense, there is agreement
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that they should be provided by the central govern-
ments — as there is little incentive for private markets
to provide such “public” goods at efficient levels (Olson
and Zeckhauser, 1966). However, the issue of allocation
is further complicated by the diversity of preferences
across decentralized jurisdictions. A good or service
provided by the central government is often uniform
across all jurisdictions regardless of the preferences of
a particular jurisdiction. Such preferences may extend
to both the quantity and quality of the good or service
provided. As an example, a jurisdiction in Arizona may
prefer an above-average number of community swim-
ming pools for its population, while communities in
Alaska would prefer reduced levels of these goods in
exchange for a lower tax rate.

e Distribution of wealth is the third function of govern-
ment. In a market economy, a degree of wealth equality
must exist among consumers. If the wealth of the con-
sumer population contracts, the market for goods and
services also contracts, which leaves open the possibil-
ity of market failure for various classes of goods. To
prevent market failure, government may need to redis-
tribute a portion of its population’s wealth. Because
local jurisdictions set different social standards for
wealth equity among their citizens, incentives are cre-
ated for wealthy citizens to move out of jurisdictions
that have a high effort of redistribution and for poorer
citizens to move into such a jurisdiction. Thus, redis-
tribution efforts are generally considered most appro-
priate at the central or regional government level.

Wallace Oates (1972) argued that in a fiscal system of
governments, these three functions of government are not
equally suited for all levels of government and that efficiencies
are realized if the appropriate function is properly matched
to the appropriate level of government. In general, he argued
for central government control over monetary and fiscal policy
in the quest for price and employment stability. Likewise, the
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function of distribution is best handled at the central govern-
ment level. Allocation, on the other hand, depends on the good
or service being allocated. The central government is best
suited for providing a uniform, public good, if a minimum of
diversity in preferences exists. However, decentralized juris-
dictions are more efficient at providing goods and services
when preferences vary from jurisdiction to jurisdiction.

The study of fiscal decentralization is generally from the
perspective of three components of the fiscal system: revenues,
expenditures, and intergovernmental grants. From the reve-
nue perspective, the primary issue deals with the type of tax
a given governmental level should use to ensure an equitable
and efficient tax system. From the expenditure perspective,
the primary issues are determining what expenditures should
be made at each level of government to ensure that the expen-
diture system is operating equitably and efficiently. Decisions
on revenue and expenditure assignment are usually is made
independently of each other. This can often result in a mis-
match of revenues to expenditures at one or more levels of
government. The third component of fiscal decentralization is
the system of intergovernmental grants. Intergovernmental
grants are utilized primarily to maintain an efficient and
equitable revenue and expenditure system and at the same
time correct the mismatch between collection of revenues and
disbursement of expenditures. This chapter will consider all
three of these systems and how each of the systems can be
designed to optimize efficiency and equity across a decentral-
ized fiscal system.

2.2 GOVERNMENT FINANCE: WHO
TAXES WHAT?

Generally, taxes are considered to be either of the benefit type
or of the ability-to-pay type. Benefit taxes are taxes in which
the taxpayer receives a benefit for the taxes paid. An example
of a benefit tax is the federal fuel tax. This tax is levied as a
consumption tax on fuels with the proceeds going for devel-
opment of transportation services such as roads, mass transit,
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runways, and other related transportation projects. Benefit
taxes have the characteristic of linking revenue to expendi-
tures in a direct manner. Those who pay for the tax also
receive the benefits of the tax proceeds.

Property taxes are another form of taxation that is often,
albeit not always, referred to as a benefits tax when combined
with local zoning ordinances (Hamilton, 1975; Fischel, 1992;
Mieszkowski and Zodrow, 1989). Local jurisdictions utilize
property taxes to signal citizens the cost of goods and services
provided by the jurisdiction. The higher the tax rate, the more
expansive the services provided by a jurisdiction. This is
referred to as the Tiebout Model (Tiebout, 1956), and under
this model, citizens select into the jurisdiction whose mix of
services and tax rates best meets their preferences. Citizens
desiring extended services will select into communities with
higher tax rates, and citizens who prefer lower taxes will
select communities with minimal services.

The other major type of tax is the ability-to-pay tax. The
progressive income tax is an example of such a tax. Ability-
to-pay taxes attempt to match the tax rate with the fiscal
capacity of the taxpayer. Taxpayers with similar incomes and
in similar circumstances are expected to pay the same tax
rate. Taxpayers with lower incomes would pay lower rates,
and taxpayers with higher incomes would pay higher tax
rates. The rate would be in line with their “ability to pay.”

From the perspective of fiscal decentralization, the ques-
tion that must be answered is which tax should be used for
which level of government. This is commonly referred to as
the tax assignment problem (McClure, 1983). Taxation theory
has suggested that decentralized governments should avoid
the use of nonbenefit taxes on mobile factors. In order to
understand the full logic of this conclusion, it is important for
the reader to be aware of the assumptions behind the argu-
ment. The theory is based on the assumption that mobility of
consumers, suppliers, goods, and resources is limited and
costly between national jurisdictions, but that the mobility
increases as the size of the jurisdiction decreases. Under such
a set of assumptions, mobility at the local level would be
assumed virtually costless.
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Mobility across jurisdictions results in problems of tax
distortions when taxpayers shift their transactions to jurisdic-
tions with the lowest tax rates. Such distortions are primarily
the result of a local jurisdiction taxing nonbenefit goods, ser-
vices, and resources that are mobile. For example, if two
adjacent local jurisdictions both levy a consumption tax, but
one jurisdiction’s levy is higher, consumers from both juris-
dictions will purchase goods in the jurisdiction with the lower
tax rate. This suggests that local governments should struc-
ture their tax codes to avoid taxation of nonbenefit taxes on
mobile goods and services.

At the same time, it should be clear that the central
government, with limited mobility between other national
governments, is in the best position to levy taxes on mobile
goods, services, or economic resources. Because tax distortion
due to mobility is of less concern at the central government
level, the central government can easily levy nonbenefit taxes
that are based on the ability to pay. This is commonly done
by a central government in the form of a progressive national
income tax. Because the rate remains the same across all
subnational jurisdictions and because mobility is limited and
costly across national boundaries, there is little incentive or
opportunity for economic resources to relocate to jurisdictions
with lower tax rates.

Of course as globalization of the world economy
increases, so does the mobility of economic resources. In such
an environment, the central government must be cognizant
of tax rates of other central governments to prevent loss of
its tax base to jurisdictions with lower tax rates.

2.2.1 Tax-Base Assignment

Determining where a tax should be levied has received much
discussion in public finance literature. Further complicating
the matter, the specific implementation of the tax may make
it more or less acceptable for one level or another. Richard
Musgrave (1983) established six criteria to be used in deter-
mining the level to which a specific tax type should be assigned.
Depending on the characteristic of the tax, it is assigned to
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one of three jurisdictional levels: central government, regional
government or local government, as follows:

1. Regional and local jurisdictions should tax those
bases with the least interjurisdictional mobility.

2. Personal income taxes with progressive rates should
be taxed by those jurisdictions within which the glo-
bal base can be most efficiently implemented.

3. Progressive taxation, which is designed for redistri-
butional objectives, should be taxed primarily at the
central government level.

4. Taxes suitable for stabilization policy should be taxed
at the central government level and taxes in lower-
level jurisdictions should be cyclically stable.

5. The central government should levy taxes on tax
bases that are distributed unequally among decen-
tralized jurisdictions.

6. Benefit taxes and user fees are appropriate at all levels.

Following the various considerations of the previous cri-
teria, it would appear to be appropriate that the central gov-
ernment be assigned taxes on income, consumption, natural
resources, as well as user fees. Taxes that seem to be the most
appropriate for regional governments include income, desti-
nation-based consumption, natural resources, and user fees.
Finally, taxes most appropriate for local government are taxes
on property, payroll, as well as user fees. Naturally, the spe-
cifics of implementation have much to do with the efficiency
of a given tax at a given level.

2.3 GOVERNMENT EXPENDITURES: EFFICIENT
ALLOCATION OF GOODS AND SERVICES

In a unitary government, the question of responsibility for
provisioning public goods and services is relatively straight-
forward; however, as the levels of government (and gover-
nance) increase, the question of provision responsibility
becomes more complex. With a unitary government, decisions
on provisioning are limited to whether the good or service is
provided by the central government or a regional office of the
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central government and, in either case, the policy associated
with the good or service will almost always be uniform across
regional offices. On the other hand, when multiple levels of
government or governance with varying degrees of autonomy
exist, the question of which level is to provide a public good
or service quickly becomes much more complex.

The European Union, when faced with issues of providing
public goods and services in the Maastricht Treaty, elected to
abide by the principle of subsidiarity. The principle of subsid-
iarity states that if reasonably possible, goods and services
should be provided by the level of government that is closest
to the people. When goods and services are provided by the
level of government that is closest to the people, they can be
better tailored to meet the preferences of citizens.

Typically, subsidiarity demands that services be provided
at the local level. Bahl and Linn’s survey of 29 localities in
developing countries (1992, 20-22) shows that the core, pri-
mary functions provided by local governments include fire
protection, abattoirs, street cleaning, street lighting, garbage
collection, cemeteries, minor disease prevention, and librar-
ies. However, it must also be noted that substantial variation
existed among governments as to other types of services pro-
vided. Other services found on a more sporadic basis in devel-
oping countries included local transportation, housing, health
services, and education. To a much greater extent, these ser-
vices are also found in industrial nations.

2.3.1 Conceptual Construct for
Expenditure Analysis

Within a country, there exists a blend of preferences that the
citizen has for various public goods and services. At the cen-
tral-government level, determining the preference of the cit-
izen is not a simple matter, as no “market-type solution” exists
and, indeed, the optimum solution usually is a political one
(Musgrave, 1939). Even then, rational citizens will often
understate their preference for public goods or services
because of the collective consumption characteristic of a public
good. For example, a national missile defense is not diminished
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when additional citizens are benefited and, hence, citizens may
express a lower preference for such security knowing that
they will benefit nonetheless. This is commonly referred to as
the free-rider problem.

At the local-government level, it has been suggested that
citizen-voters make their preferences known by “voting with
their feet.” In other words, citizens choose the community that
has the mix of services (and taxes) that best meets their
preferences (Tiebout, 1956). Where there are a large number
of local communities, citizens will be better able to match
their preferences; likewise, the fewer communities, the poorer
the match to citizen preferences for services. Each community
will strive to add new residents and industry until it reaches
the optimal size needed to achieve the minimum-average cost
relative to the bundle of services offered.

2.3.2 Optimal Jurisdictional Size

For each public good or service, there exists an optimal size
of government for the provision of the good or service (Oates,
1972, 31-53; Fisher, 1988, 87-88). When a nonrival public
good or service is consumed jointly, the per capita cost of the
good decreases as the number of consumers increases. Figure
2.1 illustrates the cost savings realized by increasing the
number of citizens consuming a joint good or service with the
curve OC. In cases where the governmental jurisdiction is

O n* n

Government Size

Figure 2.1 Optimal government size for a good or service.



96 Voorhees

smaller than the area receiving the benefit, a benefit spillover
occurs. Consider a municipality that builds a center for the
performing arts. Although citizens of the municipality benefit
from the center, the benefits also spill over to citizens from
outside the municipal jurisdiction. The idea that the size of
a government should correspond to the area that receives the
benefits of the government expenditure is known as the cor-
respondence principle.

However, offsetting this cost savings is an increase in
consumer dissatisfaction. As the size of government increases,
the dissatisfaction with the quantity and quality of goods and
services offered by the government also increases due to the
increase in diversity of preferences. This is represented in
Figure 2.1 by the curve OL. To optimize the size of government
to perfectly match the preferences between the citizen and
the bundle of services requires separate provisioning for each
individual and this is, of course, the definition of a free market.
However, because the market fails to provide for public goods
and services due to an appropriate pricing mechanism, these
goods and services must be provided via alternate means,
namely the government. This requires that the good or service
be provided at an average preferred quantity and quality.
Thus, most, if not all citizen preferences for a particular good
or service are not perfectly met. As the number of citizens
increases, the ability to meet citizens’ preferences decreases.

The optimal size of a jurisdiction for a public good or
service is found at the maximum difference between the cost
savings realized and the loss due to dissatisfaction of the
bundle of goods provided. Figure 2.1 illustrates this graphi-
cally at n". From a theoretical perspective, this exercise may
be informative, but it is not practical to maintain separate
jurisdictions for each public good or service. However, group-
ing or clustering the goods and services with similar optimal
sizes will secure most of the efficiency of an optimal-sized
jurisdiction and at the same time minimize citizen dissatis-
faction. Figure 2.2 illustrates the process of clustering where
the optimal sizes for the goods or services, A through F, are
shown by the vertical bar above the corresponding letter. The
clustering process, in this case, groups the goods and services
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C= Highways F= Education

Figure 2.2 Optimal size jurisdictions for goods and service clus-
tered into governmental units.

into three clusters representing a local government, a regional
government, and a central government. The choice of three
clusters is arbitrary but not uncommon.

2.3.3 Expenditure Assignment

The theory of expenditure assignment is framed within the
previously discussed constructs of optimal jurisdiction size.
Still, other factors mitigate the level at which an expenditure
should occur. The following are several primary factors Anwar
Shah (1994, 10-11) identified that must be considered when
determining the most appropriate level of government at
which an expenditure is made:

e Economies of scale — Both the production and the
provision of public goods may receive increased benefits
as the volume of the good or service increases. On the
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production side, benefits may accrue when purchasing
raw materials in bulk or making extended production
runs. Likewise, distribution of a good or service may
also benefit from a larger distribution area. Thus, when
the benefits accrued to economy of scale exceed the
benefit determined by the optimal size, the expenditure
assignment should be handled at the next higher level
of government. It is important to note, however, that
by delinking production from provisioning, economies
of scale for production can be readily achieved while
still maintaining an optimal size jurisdiction.
Administrative and compliance costs — Centralizing
administrative and compliance functions often leads
to lower costs. If the benefits from centralizing these
costs exceed the benefits derived from maintaining an
optimal size jurisdiction, then it may be appropriate
to assign the expenditures to a higher level of govern-
ment. However, these cost savings must be tempered
by the importance of maintaining responsiveness to
local issues and minimizing red tape.

Regional (horizontal) equity — The net benefits of
expenditures for citizen-voters in regional (or even
local) jurisdictions often will vary across the jurisdic-
tions. Wealthier regions will be able to provide a higher
level of benefits at a lower tax rate, while poorer
regions have fewer benefits at a higher tax rate. In the
interest of equalization across regions, provision of
what would normally be a local good may be supple-
mented or even supplanted by a higher-level jurisdic-
tion. For example, although education often is
considered a local or regional expenditure, central gov-
ernments often attempt to equalize the per-pupil
expenditures across regions.

Policy alignment with higher jurisdiction — Policy con-
flicts often exist between lower-level and higher-level
jurisdictions. To force lower-level jurisdictions to abide
by the higher-level jurisdiction’s policy, matching
grants are offered to entice compliance.
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e Spatial externalities — Spatial externalities occur
when nonresidents of a jurisdiction realize the costs
or benefits of public services provided. It is preferable
to limit both costs and benefits of a service to those
citizen-voters within the jurisdiction. Nonresidents
who realize benefits of another jurisdiction are referred
to as free riders.

® Redistribution — Redistribution of wealth is often con-
sidered to be one of the functions of government. Gen-
erally speaking, redistribution is best performed at the
central government level. However, the redistribution
function may be split, with revenues generated at the
central government level and expenditures controlled
at the state or local government levels. Medicaid is one
example where the central government actually col-
lects the revenue but then allocates funds to the states
for operating the program. In this way, the expendi-
tures can best be matched to the needs and preferences
of citizens in the specific states — instead of a one-size-
fits-all program that the central government funds.

e Economic stabilization — Generally it is argued that
the central government should be responsible for eco-
nomic stabilization. Economic stabilization can be
accomplished through either fiscal policy or monetary
policy. Although there has been some success using a
subnational fiscal policy to maintain economic stabil-
ity, monetary policy must be handled at the central
government level (or higher, as seen in the European
Union).

e Subsidiarity — It is always preferable to implement
expenditure policy at the lowest level possible. Not
only do local governments have a greater awareness
of problems facing a locality, but they also are usually
in a better position to resolve those problems without
unnecessary bureaucracy. Additionally, because the
good or service is being provided closer to the citizenry,
there is increased transparency in the provisioning,
which encourages greater accountability and efficiency.
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2.4 INTERGOVERNMENTAL GRANTS IN AID

In a decentralized governmental system, one finds three pri-
mary reasons for a central government to provide grants to a
subnational government. First, grants can be utilized to
improve efficiency of provisioning that may otherwise result
in inefficiencies due to externalities and spillovers that result
from subnational government structures. This situation can
arise when nonresidents of a subnational jurisdiction would
benefit from provisions provided by another subnational juris-
diction. However, without a grant subsidy, the jurisdiction
providing the good or service will likely not provide an effi-
cient level of the service. This is often referred to as a Pigou-
vian subsidy (Pigou, 1932). To illustrate this point, consider
two jurisdictions located on a river. Jurisdiction A discharges
wastewater into the river, contaminating jurisdiction B’s
drinking water supply. Jurisdiction A has no incentive to clean
the wastewater discharge beyond that mandated by its citi-
zens or by the law. Clearly, jurisdiction B benefits from filtra-
tion and cleaning of jurisdiction A’s wastewater, yet there is
no incentive for jurisdiction A to do so. If on the other hand,
jurisdiction A were provided a grant to further clean its water,
jurisdiction B would reap the benefit from the spillover effects
of jurisdiction A’s wastewater treatment. If wastewater treat-
ment were a national responsibility, it is unlikely that this
situation would occur; however, because wastewater treat-
ment is the subnational government’s responsibility, a subsidy
is required to obtain an efficient level of treatment.

Grants can also be utilized to redistribute resources from
one region or jurisdiction to another. For example, a state may
desire to provide equal educational opportunities to all citi-
zens of the state. If, however, education is funded substan-
tially through local government initiatives, wealthier school
districts would have a greater fiscal capacity than poorer
school districts would. Additionally, the taxpayers of the
wealthier community would pay a lower tax rate than would
those in the poorer district. The state could equalize the fiscal
capacity between the wealthy and poor school districts with
grants to the poorer school districts. This has the effect of
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raising the poorer school districts’ fiscal capacity towards the
same fiscal plateau as that of the wealthier districts. While
redistributing funds collected by a statewide tax will have an
effect on the districts, it is not redistribution to individuals.
To clarify this point even further, some of the poorer district’s
wealthier citizens will be the recipients of the transfer of
wealth from poorer citizens in the wealthier district. Attempt-
ing redistribution of income by utilizing grants to jurisdictions
is not as effective as redistribution to individuals via a neg-
ative income tax. However, governments often utilize this
method of redistribution for various public services such as
education (Inman and Rubinfeld, 1979). Only with geograph-
ical differential taxing can grants be utilized efficiently for
redistribution to individuals (Oates, 1972, 80).

Finally, grants provide an important mechanism for mac-
roeconomic stabilization of subnational governments. Large
subsidies from a central government to subnational govern-
ments can help prevent wide swings in government expendi-
tures due to economic cycles. Thus, grants may also provide
a measure of economic protection to subnational jurisdictions.

2.4.1 Characteristics of Grants

Four characteristic features generally define grants. These
features determine their administration and the impact on
the grantor’s targeted policy choices and the grantee’s fiscal
decisions. The first feature is grant type, which classifies a
grant as either a categorical grant (also known as specific
grants) or a general grant. Categorical grants must be utilized
for activities specified by the grant. Block grants are a form
of a specific grant that has broadly defined categories and
allows considerable discretion by the recipient government in
how the funds are used.

One example of a categorical grant was President Clin-
ton’s 1994 Community Oriented Policing grant designed to
put an additional 100,000 police on America’s cities’ streets.
Categorical grants target a specific policy area that the
grantor deems important. Funds from a categorical grant can
be used for a specific purpose only; however, as discussed later,
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that is not always the actual outcome. A general grant has
no stipulation for specific use and, as such, it can be applied
to any program the grantee government deems appropriate.

The second grant characteristic, the method of fund allo-
cation, recognizes two basic methods: formula and project.
With the formula method, the grant amount allocated is tied
to a specific allocation statistic (such as population or income).
For example, a state may allocate grant proceeds to school
districts based on the number of students or the number of
school attendance days. Formula grants are a desirable means
of increasing allocation efficiency when some measure of per-
formance exists and it is tied to the granting jurisdiction’s
objective. The project method allocates funds based on the
project. This method is best utilized for a clearly defined
project. Often project-allocated grants are considered one-
time allocations, such as for capital projects. In fact, project-
allocated grants are a primary means of multiple jurisdictions
participating in projects such as sports stadiums and civic
centers.

Another characteristic is the grant participation require-
ments: grants can be either matching or nonmatching (lump-
sum). Matching fund grants require the grantee to participate
in the funding process, while the grantor agrees to match a
specific dollar amount for every dollar the grantee contributes
to the project. This, in effect, reduces the local price of the
good or service for the participating jurisdiction’s citizens.
Consider a central government that matches $0.75 for every
dollar a local government spends on wastewater treatment.
This has the effect of reducing the cost of wastewater treat-
ment to the local jurisdiction’s taxpayers. The new price can
be calculated using Equation (2.1), where P is the new price
and R is the rate at which the local funds are matched, or
$0.75 in this example.

1
P:
1+ R

(2.1)

This simple calculation shows the local jurisdiction only pay-
ing 57 cents for every dollar invested in the wastewater treat-
ment (approximately 57% of the total cost).
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The final characteristic of a grant is the grantor’s limit
on total funding provided. In some cases, the grantor will cap
or limit the total funds available. These funds are referred to
as closed-ended grants, while grants without a total limit
imposed are open-ended grants.

2.4.2 Theories of Grant Utilization

Economic theory can help illuminate when and where a spe-
cific characteristic of a grant is most useful and appropriate.
Lump-sum and matching grants tend to produce different
incentives for grant recipients. The effects of lump-sum and
matching intergovernmental grants on the recipient govern-
ment’s decision making are influenced by two factors: the
income effect and the substitution effect. The additional income
from a lump-sum grant will cause the demand curve to shift
out as shown in Figure 2.3. The price of additional goods or
services remains at P;, but the additional funds from the
lump-sum grant increase the amount of the good or service
from E, to E,. The additional funds allow the government to
provide more of the good or service than it could otherwise
and is referred to as the income effect.

A jurisdiction will find that a matching grant will reduce
the marginal price of the good or service resulting in a new
price, P,, and the amount of goods or services demanded will
increase from E; to E,. Like the lump-sum grant, the matching
grant also has an income effect. That is, the cost of providing

Price

~

D,
D,

\ 4

Government Expenditure

Figure 2.3 Income and substitution effects of a grant.
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the good or service is reduced by the grant’s matching portion
and thus the income effect is realized. However, as Figure 2.3
shows, matching grants tend to be more stimulative than
lump-sum grants. This is due to the substitution effect that
accompanies a matching grant. The substitution effect results
when the price of one good or service is reduced relative to
other goods and services. As the price falls relative to other
prices, there is an incentive to shift expenditures of other
more expensive goods and services to the now less expensive
good or service subsidized by the matching grant. Hence,
grants utilizing matching funds tend to be more stimulative
than lump-sum grants.

When grants are utilized to correct for inefficiencies
because of an externality or spillover, conditional matching
grants in the amount of the externality are generally consid-
ered the most appropriate means to correct the inefficiency.
However, before resorting to grants, using a voluntary collec-
tive action should be explored. Often both positive and negative
externality issues can be resolved voluntarily through con-
tractual arrangements (Coase, 1960).

As discussed previously, grants also are utilized to correct
for fiscal inequalities across jurisdictions. Thus, matching
grants can be utilized to equalize revenue capacity. By apply-
ing matching grants to revenues raised by poorer jurisdic-
tions, a central government can equalize revenue capacity
(Feldstein, 1975; Nechyba, 1996).

Still, lump-sum grants from the central government to
decentralized jurisdictions generally are the preferred
approach for creating equalization across fiscally diverse
jurisdictions. Although the United States does not make
extensive use of lump-sum grants for equalization purposes,
many other countries (including Canada, Germany, and Aus-
tralia) utilize these grants as a major component of their
intergovernmental finances (Oates, 1999). Often the question
asked is whether these central government grants actually
enhance the recipient jurisdiction’s service or merely lower
that jurisdiction’s tax rate by using the grant to offset taxes.
This logic is referred to as the “veil hypothesis,” which argues
that a grant from a central government to a local government
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is really nothing more than a veil for a central government
tax cut. However, current evidence has found that an addi-
tional $1 lump-sum grant has a greater expenditure effect
than a $1 increase in individual incomes. This has been
referred to as the “flypaper effect” in that grant money tends
to stick in the public sector.

Whether a grant is conditional or unconditional may
have less impact than expected. One study has shown that
welfare and educational grants do increase expenditures in
those areas, but also have the effect of increasing expendi-
tures in other areas — including a decrease in state taxes
(Craig and Inman, 1985). This is due to the “leakage” of grant
monies from the targeted area to other areas. When jurisdic-
tions receive lump-sum grants, they often allocate fewer funds
to the targeted area than they would have without the grant.
Conditional grants are indeed fungible, with a high likelihood
that funds will be shifted away from areas with grant receipts
and toward areas without them.

2.5 CONCLUSION

Using the three functions of government — stabilization, allo-
cation, and distribution (Musgrave, 1939) — as a framework,
this chapter has explored the basic economic concepts of fiscal
decentralization from the three perspectives of revenue policy,
expenditure policy, and intergovernmental grant policy. Sta-
bilization and distribution generally are best performed at
the central government level, while the allocation locus is
more dependent on the characteristics of the good or service
being allocated.

From the revenue perspective, it was learned that benefit
taxes generally are more efficient and induce less distortion
to the local economy, whereas ability-to-pay taxes are useful
when redistribution of resources is necessary for market effi-
ciency. Additionally, economic distortions from revenue levies
are influenced substantially by mobility of factors across juris-
dictions. Because of these distortions, certain taxes (such as
income and consumption) are better levied at the central
government level and other taxes (such as property and payroll)
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are best levied at the local level. Benefit taxes are appropriate
at any level of government.

From the expenditure perspective, the reader was intro-
duced to the optimal jurisdiction size theory, which argues
that individual preferences for specific goods and services
bundles can be grouped spatially or geographically. Such
groupings minimize the spillover effects and improve effi-
ciency of goods and services. Other factors — such as econo-
mies of scale, administrative costs, regional equity, policy
alignment, redistribution, and stabilization — can also influ-
ence the level of government where a specific expenditure
should take place.

While grants are not a necessary component of a decen-
tralized fiscal system, they do provide important mechanisms
that can correct for externalities and inequitable fiscal capac-
ities. For externalities, matching sums were shown to be the
most efficient grant form, allowing the central government to
lower the externalities’ marginal cost and enticing the local
government to achieve an efficient service level. Typically,
lump-sum grants are the approach used for equalization.
Finally, central government grants might not be fully used
for the purposes originally intended due to leakages to other
types of expenditures, including tax reduction. Even still,
some of the grant money allocated to a project tends to remain
in that project.

No one right approach in designing a decentralized fiscal
system exists; instead, several interacting principles should
be adhered to for maximum efficiency. Conflicts may even
exist, at times, between these principles; however, it must be
kept in mind that the objective of fiscal decentralization is to
provide an optimum mix of goods and services at the most
efficient and equitable price.
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3.1 INTRODUCTION

We have learned about the imperfections of market decision
making in coordinating production and exchange among indi-
viduals. Government can play a constructive role by improv-
ing situations where the market fails. The collective decision
making process, though, is not a flawless mechanism that
automatically corrects the inefficiencies brought on by market
failure. A disturbing lesson of history is that government action
often does not have the hoped-for or planned-for results. Even
well-designed programs based on humanitarian principles
sometimes fail to meet their initial objectives.

109
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Traditionally, economists have focused on market failure
and what ideal public policy might do to minimize or prevent
failures. In the process, they have virtually ignored the actual
operation of the public sector. This traditional neglect has
become less and less acceptable. The reality is that approxi-
mately two-fifths of our national income is channeled through
various governmental departments and agencies. The federal
government, in addition to holdings of state and local govern-
ments, owns one-third of the nation’s land. In addition, the
government’s regulatory framework establishes the “rules of
the game” for the market sector. The government’s role in
defining property rights, enforcing contracts, fixing prices, and
regulating business and labor practices has a major impact
on the economy. To understand the economy, we need to under-
stand government decision making.

This chapter analyzes the political process and how it
connects with economic issues. The political process is simply
an alternative method of making economic decisions. Like the
economics of the market, it too has defects. When we evaluate
the costs and benefits of public sector action, we must also
realistically compare the likely results of collective action with
the expected outcome of market allocation.

Most political decisions are made legislatively. We will
focus on a system in which voters choose legislators, who in
turn institute public policy. We will explore what the tools of
economics reveal about the political process. Some economists
perceive the political process as an outgrowth of individual
behavior (called individual choice). Individual choice-makers
shape and mold group action as well as private affairs. By
way of the tools of economics, theories are developed to explain
how the political process works. Real-world data are used to
test the theories. Such theories analyze political behavior
under alternative decision rules (for example, simple majority,
legislative procedure). Using the individual as the foundation
of analysis, economists develop theories concerning special
interests, logrolling, and the types of activities that are most
likely to be provided through the public sector — which we
will explore in this chapter.
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3.2 ECONOMIC EFFICIENCY

We need a criterion by which to judge alternative institutional
arrangements — market and public policies. The concept is
direct. It means that for any given level of effort (cost), we
want to get the largest possible benefit. A corollary to this is
that we want to get any specific level of benefits with the least
possible effort. Economic efficiency means getting the most
out of the available resources.

3.2.1  Why Would the Invisible Hand Fail?

Four situations can limit the ability of the invisible hand to
perform efficiently:

Lack of competition is one of those situations. Competi-
tion is critical to the proper operation of the pricing mecha-
nism. Competition drives consumer prices down to the level
of their cost. Similarly, competition in markets for productive
resources prevents (a) sellers from charging exorbitant prices
to producers and (b) buyers from taking advantage of the
owners of productive resources. The existence of competition
reduces the power of buyers and sellers alike to rig the market
in their own favor.

Modern production techniques, marketing, and distrib-
uting networks generally make it possible for a large-scale
producer to gain a cost advantage over smaller competitors.
In several industries, automobiles, aircraft, and aluminum,
for example, a few large firms produce the entire output.
Because an enormous amount of capital investment is
required to enter these industries, existing large-scale pro-
ducers may be partially insulated from the competitive pres-
sures of new rivals.

3.2.2 ldeal Economic Efficiency

Remember from our earlier discussion that the economic role
of government is critical. Government defines the rules of the
game. It sets and defines property rights. Government some-
times uses subsidies to encourage production of some goods
while it applies special taxes to reduce the availability of
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others. In some cases, government becomes directly involved
in the production process — especially in the cases of mail
service, electric power, and education.

Because of the economic role of government, it is impor-
tant that we understand how government works and the
circumstances under which it contributes to the efficient allo-
cation of resources. In the next section, we examine the short-
comings of the market and the potential of government policy
as an alternate means for resolving economic problems.

We need a criterion by which to judge alternative insti-
tutional arrangements — market and nonmarket policies. The
central idea is straightforward. For any given level of effort
(cost), we want to obtain the largest possible benefit for whom,
e.g., utilitarian or special interest. A corollary to this is that we
want to obtain any specific level of benefits with the least pos-
sible expenditure/use of resources. Economic efficiency is simply
getting the most out of the available resources, that is, making
the largest pie from the available set of ingredients. And for
whom — do all people like apples or is the pie peach or pecan?

But why efficiency? Economists acknowledge that each
individual does not have the efficiency of the economy or the
community as a primary goal. Instead, each person wants the
largest possible “piece of the pie.” All may agree that a bigger
pie is preferred, however, if, along with others who care about
it, they will probably get a piece of the pie as a result. Not
only will most people agree that economic efficiency is good
in the abstract, but a pragmatic alternative that is more
efficient can potentially make more people better off than an
inefficient but elegant alternative would, for two reasons.

First, undertaking an economic action will be efficient if
it produces more benefits than costs for the individuals of the
economy. Such actions result in gain-improvement in the well-
being of at least some individuals without creating reductions
in the welfare of others. This is especially true when those
individuals choose to create benefits that encompass the val-
ues of the community at large. Failure to undertake such
activities means the potential gain has been forgone.

Second, undertaking an economic action will be ineffi-
cient if it produces more costs than benefits to the individuals.
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When an action results in greater total costs than benefits,
somebody must be harmed. The benefits that accrue to those
who gain are insufficient to compensate for the losses imposed
on others. Therefore, when all persons are considered, the net
impact of such an action is counterproductive.

3.3 PARETO CRITERION

When either one or two is violated, economic inefficiency
results. The concept of economic efficiency applies to each and
every possible income distribution, although a change in
income distribution may alter the precise combination of goods
and services that is most efficient. Positive economics does not
tell us how income should be distributed. Of course, we all have
ideas on the subject. Most of us would like to see more income
distributed our way. For each kind of income distribution,
though, there will be an ideal resource allocation that will be
most efficient. Such a condition is defined as Pareto Optimal.

3.3.1 Supply and Demand

A closer look at supply and demand when competitive pres-
sures are present will help illustrate the concept of efficiency.
The supply curve reflects the producer’s opportunity costs.
Each point along the supply curve indicates the minimum
price for which the units of a good could be produced without
a loss to the seller. Each point along the demand curve indi-
cates the consumer’s valuation of an extra unit of the good,
that is, the maximum amount the consumer of each unit is
willing to pay for each unit. Any time the consumer’s valuation
exceeds the producer’s opportunity cost — the producer’s min-
imum supply price — producing and selling more of the good
can generate mutual gain.

3.4 VOTING AND REPRESENTATIVE DEMOCRACY
3.4.1 Voting

Each year there are elections in the United States — public
elections for mayor, city council members, state representatives,
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and the like; private elections for officers of unions, clubs,
corporations, and universities, etc. These are votes for candi-
dates to represent the eligible voters in some decision making
process. An election might also include a referendum vote on
a local issue, such as whether a state should float a $50-
million bond issue to build a new prison. Finally, there are
votes by legislative bodies on the particular laws and regula-
tions that will govern a state, city, university, or union.

All this voting expresses individual choice. In this sec-
tion, we explore why government does what it does. We look
closely at the behavior of governments to try to understand
behavior of consumers and firms. Models and principles exist
that help explain why governments make the economic and
political choices they do. In this section, we will also explore
some of the principal tenets of individual choice.

In a democracy, of course, elections are the basis of gov-
ernment behavior, but there are many more layers of govern-
ment to examine. Broadly speaking, government is made up
of three groups — voters, politicians, and bureaucrats, each
with its own set of goals and ambitions. Voters generally seek
services. Politicians and bureaucrats may pursue (re)election,
money, power, job tenure, etc. They may have strong feelings
of altruism and of selflessly serving the country. In fact, many
public sector behaviors are inexplicable unless we consider
altruism as a major motivating factor.

A democracy is formed so that the government will pro-
vide for the wants and needs of citizens. This provision occurs
in the “political market.” This market is one in which citizens
vote for what they desire in the form of public goods and
services. They vote for politicians who will enact legislation
and hire bureaucrats to actually provide the services. Unless
corruption or bribery occurs, no money prices or transactions
take place in the political market. Here, in the “voting mar-
ket,” the currency is votes.

According to the principles on which our country was
founded, the system should be direct, efficient, and respon-
sive. However, in reality, complicating issues affect how the
system actually works. One key issue is the quality of infor-
mation in the political market. In economic markets, prices
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and price changes provide information about what consumers
want and whether their demands are being met. But do votes
in the political market really reveal what the electorate wants,
or are the votes mere proxies?

Another key issue is efficiency. How do the electorate’s
demands correspond to what is economically efficient (or is
efficiency secondary to electorate demands for effectiveness)?
A final issue is implementation. Will politicians support ser-
vices at levels demanded by the electorate, and can they
control bureaucrats so that they efficiently carry out intended
programs?

To answer these questions, we must analyze the behavior
of voters, politicians, and bureaucrats to see whether we can
model or predict various outcomes in the political market. We
start by developing a simple voting model. We will consider
the situation in which residents in a small town are voting
in a town meeting on the size of the school budget. We will
derive a voting equilibrium; that is, we will determine how
the size of the school budget is determined as a result of the
voting process. Then we will ask whether this outcome, the
voting equilibrium, is economically efficient. Finally, we will
examine the effects on voting outcomes of making some simple
changes in our model.

3.4.2 Representative Democracy

From voting models, we turn in the following section of the
chapter to the more general world of representative democracy.
Here we vote for elected officials (president, governors, mayors,
etc.) and representatives who will participate in the legisla-
tive—bureaucratic process on many levels. The electorate is a
shifting pool of the portion of citizens who actually bother to
vote. There is an even smaller pool of citizens who are well
informed about the issues on which they are casting their votes.
Elected officials and bureaucrats interact in a complex manner
as they try to determine what voters want, what they must
give the voters to stay in power, and what benefits they indi-
vidually can get from the system. In a sense, each group is a
constraint on the other two, as we will see later in the chapter.
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Let us consider the following situation. Voters in a very
small town are voting on the size of the school budget, and
we want to see how they arrive at a decision, that is, at a
voting equilibrium. To simplify our analysis, we will make
several assumptions. First, all citizens come to the town meet-
ing and vote. The number of students in the town is constant,
so a larger budget will translate into more and better teach-
ers, better programs, and better extracurricular activities. All
the voters understand this relationship. Finally, the school
administrators will carry out whatever the voters decide. In
making these assumptions, we can measure education “qual-
ity” for the district by the size of the budget. In this simple
position, we want to determine equilibrium in the political
market. What size budget does the electorate “demand,” and
is the size that is demanded efficient? The assumption here
is that electorate demand is seeking economic efficiency and
not effectiveness.

3.5 THE MARKET FOR VOTES

To answer the questions raised above, we start by noting what
is efficient. Then we turn to what each voter wants and what
happens in the voting market. To analyze the market process,
we limit the situation to only a few players. We will suppose
only three voters (demanders) exist in the town; the general-
ization to hundreds of voters is direct, where supply and
demand for education and equal as illustrated in Figure 3.1.

Each voter has a demand curve for public services, in
this case, the size of the school budget. At each price (to be
derived later), given the marginal utility of school quality
compared to other goods, a voter wants a particular level of
quality. MB;, MB,;, and MBy illustrate the demand curves
for our three voters in Figure 3.2, where L., M and H represent
voters Dr. Low, Mr. Medium and Ms. High.

We treat the high school budget as a public good. There-
fore, because this is a public good and not a private good, we
sum up the three demand curves vertically to obtain society’s
demand for this public good, denoted by XMB. That is, if
Dr. Low, Mr. Medium, and Ms. High are willing to pay $0.50,
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Figure 3.1 Supply and demand for the public good of education.

$1.00, and $1.25, respectively, for an addition to schooling
quality, collectively, they are willing to pay $2.75 for the addi-
tion. Given society’s demand, TMB, what is the size of the
socially efficient budget? The answer is: that depends on the
marginal cost. In this case, that is clear. The MC of an extra
$1 for the school budget is simply $1. The socially efficient
size of the budget is G, which occurs at point A where MC
intersects MB.

3.5.1 What Each Voter Wants

What voters want depends on the price they perceive they
will have to pay for the school budget. This is not always one
to one; e.g., wants expressed publicly are often voted down in
private. The school budget is usually financed by taxes, and
each voter perceives an individual tax price that would be his
or her share of the budget. Suppose, in this case, the three
voters share equally in the taxes raised. For each additional
$1 of school budget, their taxes rise $0.33, an equal share.
Given the tax price of $0.33, in Figure 3.2, Dr. Low, Mr. Medium,
and Ms. High would like g;, g\, and gy of public services at
points A, B, and C, respectively, where their demand curves
intersect the tax price line of $0.33. With the same tax price,
what each voter wants increases as individual demand curves
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Figure 3.2 Individual demand for a good public education.

shift out. Yet, each voter wants a level different from that of
the others, and from the efficient level, G.. Only one quantity
can be chosen. What will it be? The tax price to a voter of an
additional unit of public services is the amount by which that
voter’s taxes will rise if public services increase by one unit.

Before proceeding, note that equal sharing of the tax
burden is unusual. Typically, we are looking at financing by
means of income, sales, or property taxes. With income taxes,
for example, if all taxpayers have the same income, there is
equal financing. However, incomes usually differ and total
income taxes paid rise with income, so individual tax prices
will also rise with income. That is, if you have more than
average income, you pay more than average taxes and more
than average tax price. Despite this relative difference, the
analysis of the voting process is carried out exactly in the
same fashion whether financing is equal or not. Only the exact
level of public services chosen will differ according to the
method of financing.
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3.6 THE MEDIAN VOTER MODEL

Suppose our three voters, Dr. Low, Mr. Medium, and Ms. High,
all sit together in the town hall meeting and have successive
rounds of voting until a dominant voting outcome is reached.
A dominant voting outcome is defined as an outcome that
cannot be beaten in a majority vote by any other proposed
outcome, explained below. This may not be precisely the voting
procedure you are familiar with, but over a period of months
or years, something very much like this does happen in the
political marketplace.

3.6.1 Voting Outcome

In the simplified situation, the voters choose between two
budget levels at each round of voting. The winner of each
round is determined by majority vote. By having only two items
voted on in each round by three voters, we ensure a majority-
vote winner in each round, as opposed to a tie or a plurality
winner (with less than 50% of the votes).

In round 1, the town votes between, say, a $13,000 and
$15,000 budget. Suppose $15,000 wins by two votes to one.
In round 2, a voter proposes a budget of, say, $18,000 to be
voted on, against the winner of the previous round, $15,000.
Assume $18,000 wins round two. In round 3, another voter
proposes $14,000 to be voted on against the previous winner
of $18,000. Assume $18,000 wins against round three. The
rounds of voting (between two proposed budget levels) con-
tinue until a dominant voting outcome is obtained. A domi-
nant voting outcome is one that cannot be beaten by another
proposal. So if the dominant outcome is, say, $19,000, a $19,000
budget beats any other budget proposal by at least a two-to-
one vote. It is the voting equilibrium, the equilibrium in the
political market. What is the dominant outcome in Figure 3.2?

To see this, we measure the benefits, or utility, to each
voter from different levels of public services (in this case,
funding for public schools). Consider Mr. Medium in Figure 3.2.
At a tax price of $0.33, his most preferred level of public
services is gy, based on point B where his marginal willing-
ness-to-pay curve MB,, intersects his tax price. At point B,
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funding for schools is at a level at which Mr. Medium’s satis-
faction, or utility, will be maximized. If we increase public
services beyond g,;and move to the right of B, MB,, falls below
the tax price, reflecting an excess of marginal tax costs over
marginal willingness-to-pay. As public services increase, the
gap between the tax price and MB,, increases, indicating that
Mr. Medium is worse off. That is, each unit increase in public
services beyond g, reduces Mr. Medium’s well-being or overall
utility by the gap between tax price and MB,; at that service
level. Similarly, if we move to the left of g\;at B, MB,, exceeds
the tax price, so each reduced unit of public services also
reduces utility.

In Figure 3.3, we plot Mr. Medium’s utility as related to
the level of public services. The maximum point is at B with gy,
his most desired level of public services. Based on the analysis
in Figure 3.2 of what happens to Mr. Medium’s well-being as
we increase or decrease public services relative to g, Figure
3.3 shows a continuous decline in utility as we move in either
direction from g);. In this case, preferences are single-peaked.
If individuals do not have single-peaked preferences, there
may be no dominant voting outcome, as we will see later. With
typical tax systems, such as income, sales, or property taxes,
preferences on such issues as a school budget’s size will be
single peaked, and we can readily apply our voting model.

Single-peaked preferences are those for which utility
declines continuously as consumption moves further
away in any direction from the desired level.

When preferences are single peaked, the dominant voting
outcome is the level demanded by the median voter. If all
voters are ranked by their most desired level of public ser-
vices, from low to high, the median voter is the one in the
middle. Fifty percent of the voters want more and 50% want
less. In this case, the median voter is Mr. Medium and the
dominant voting outcome is G,;. Why does this dominate?

The median voter is the voter who demands the middle
ranking of public services, when all voters are ranked
from low to high by service level demands.
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Figure 3.3 Individual utility as related to level of public service.

Consider any other proposal, such as a higher level of
public services, say at Gg in Figure 3.3. At Gg, Mr. Medium is
worse off than at Gy because in moving from GM to GS, we
move further down Dr. Low’s utility curve. So Dr. Low and
Mr. Medium prefer Gy to Gg, and in fact prefer Gy to any
public service level to the right of G,. Because Dr. Low and
Mr. Medium form a majority, they would vote in favor of Gy,
over any proposed level of public services greater than Gy.
Similarly, you can see that Dr. Low and Mr. Medium would
vote in favor of GM over any level of public services less than
G- Consequently, the dominant outcome will be G,;, because
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a majority will always prefer it to any other proposal.
Mr. Medium’s preferences dictate the voting outcome. As the
median voter, he gets exactly what he wants, but no one else
does.

In general, the median voter’s choice will only be efficient
if the choice is unanimous, that is, if all voters want the same
public services, so that all voters are essentially the median
voter. You may say this would be impossible; theoretically,
however, unanimity may happen in two instances:

The first takes place if voters are “identical”; all voters
in the town hall have the same demands and the same tax
bases (assuming horizontal equity, they all live in identical
condominiums), they face the same tax prices, and all want
the same level of output. That output is Gg, because at that
output, each person’s demand curve intersects the tax price
(say, $0.33 in Figure 3.2) at the same point. When demands
are summed up to XMB, XMB intersects MC at the same point,
since tax prices also sum up to MC.

The second situation that produces a unanimous choice
involves nonidentical voters but is a peculiar one. If tax prices
vary with demands in such a manner that each person’s tax
price intersects his or her Demand Curve at exactly the same
level of output as every other person’s, everyone votes for
(wants) the same level of public services. As with identical
voters, at this output level the entire demands and tax prices
sum up to XMB and MC, respectively, which in turn also
intersect at that output level.

With a balanced public budget, unanimous choices are
efficient ones. However, with nonidentical voters, tax prices
never vary precisely with demands so that they all intersect
at the same output level. However, the degree of variation in
quantities demanded by voters can be small.

3.7 THE EFFECT OF POLITICAL PLATFORMS

The voting model describes a situation in which voters keep
voting for public-service levels, two at a time, until a dominant
outcome is reached. In uncomplicated conditions, this domi-
nant outcome is reached in the regular electoral process. For
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example, instead of two proposals, consider a political system
with two parties, Republicans and Democrats. Each party
announces a platform regarding the proposed school budget.
Assume for the moment that either party, if elected, wants
to, can, and does enact the proposed budget. That is, the
legislative and executive branches combine to legislate the
proposed budget upon election and the bureaucracy imple-
ments it. Clearly, these are strong assumptions.

The party that supports Gy; in Figure 3.3 will have the
dominant outcome, in the sense that the other party cannot
beat it. If you announce a public-service level different from
Gy, you can be beaten. Political competition thus forces both
parties to try to fashion their platforms to correspond to Gy,
even though that means both parties offer virtually the same
thing. This is middle-of-the-road politics. In a two-party sys-
tem, both parties tend toward the middle, to try to guess and
offer what the median voter wants. Because both parties tend
toward the same middle ground, which of the two is elected
becomes less important. In middle-of-the-road politics, both
candidates in an election try to offer the services demanded
by the median voter, because that middle position is the dom-
inant one.

3.8 VOTING EQUILIBRIUM VERSUS EFFICIENCY

In Figure 3.3, the efficient level of services, Gg, and the equi-
librium level, Gy, clearly differ from each other. Generally,
this gap is to be expected. There is no reason why Ggshould
correspond exactly to what Mr. Medium wants. The resulting
disparity between Gg and Gy, points to a basic problem with
making public decisions by voting (although any other mech-
anism may ultimately result in far worse problems).

3.8.1 Intensity of Preference

The voting rule of one person—one vote does not allow for
differences in intensity of preference. In the example, Ms.
High really likes (demands) public services; this drives Gg
outward (because it shifts XMB upward). But whether Ms. High
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demands a little or a lot more than Mr. Medium has absolutely
no impact on Gy, which is chosen by Mr. Medium alone. In
the private market for goods and services, the intensity of
individual preferences can be expressed because higher
demanders can spend more dollars; in the political market,
each citizen has only one vote to spend.

To reflect intensity of preferences, Ms. High (remember
there are only three people in the town meeting) could “bribe”
Dr. Low and Mr. Medium to vote for higher levels of public
services. That is, she could supplement votes with dollars.
Remember that in Figure 3.2, Ms. High was willing to pay
more than her $0.33 tax price up until gy at point C, which
leaves Ms. High room to bribe or compensate Dr. Low or
Mr. Medium to vote for more public services than Gy. In a
regular voting situation, there are too many voters for wide-
spread bribing or side payments to work out. However, even
with fair voting, Ms. High’s cause may not be lost. Later in
the chapter, we will see vote trading among elected represen-
tatives and other ways of influencing votes. Suppose that
Dr. Low, Mr. Medium, and Ms. High represent different con-
gressional districts, each demanding a different level of
national defense. Ms. High may be able to get the other dis-
tricts to vote for more than G,;in defense by vote trading,
that is, by supporting higher levels of another service more
highly valued by them, such as education.

3.8.2 The Efficient Level of Public Expenditures

Of course, in any one election, a party may make an error
and stake out a position far from Gy;. If the Democrats make
a big error, then the Republicans do not have to choose Gy to
win a particular election. They just have to pick the level of
public services preferred by a majority to what the Democrats
are proposing. In later elections, the losing party will then
try to correct its error to reestablish itself as a viable oppo-
nent. So in the long term, or on average, both parties will
offer something close to Gy;.

An entrepreneur is a dynamic force in the private sector.
The entrepreneur attempts to gain by undertaking potentially



Voting and Representative Democracy 125

profitable projects. In the competitive market process, busi-
ness entrepreneurs produce commodities that are intensely
desired relative to their supply. In the same way, the political
supplier (politician) is a dynamic force in the collective deci-
sion-making process. The political supplier seeks to offer vot-
ers an image and a bundle of political goods that will increase
the chances of him or her winning elections. Those who are
successful and survive may achieve private power, fame, and
fortune. These goals are as important in the political arena
as they are in the private sector. To increase the chance of
being elected, the political supplier must be alert to the polit-
ical goods and services that can attract the most voters. Put
another way, politicians have a strong incentive to supply
political goods, when the costs, measured in votes lost, are
smaller than the benefits, that is, the votes gained.

Voters win elections, but rationally uninformed voters
must be convinced to “want” a candidate. Perceptions, not just
realities, influence decisions. What is required to win the
support of voters? Both the candidate’s positive attributes (for
example, honesty, compassion, and effectiveness) and his or
her position on issues are important. But candidates must
bring their strengths to the attention of the voters. Money,
staff, and expertise are required to promote a candidate
among the voting population.

John Kenneth Galbraith stressed the important roles of
product advertising and the media in determining consumer
preferences. Since voters have little incentive to acquire infor-
mation on most issues before voting, the impact of advertising
and the media is more important in affecting voter decisions
than private-sector market decisions. Or is it public versus
private market decisions. The buyer or seller in a market per-
sonally reaps the benefit from a more informed decision and
must live with the results of each choice, because it is decisive
for the individual. In the public sector, by contrast, advertising
and favorable attention in the media are more important
because of the strength of the rational ignorance effect.

What does this discussion suggest about the motivation
of political decision makers? Are we implying that they are
highly selfish, that they consider only their own pocketbooks
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and ignore the public interest? The answer is no. When people
act in the political sphere, they may genuinely want to help
their fellow citizens. Factors other than personal political
gain, narrowly defined, influence the actions of many political
suppliers. On certain issues, one may feel strongly that one’s
position is best for the country, even though it may not be
currently popular. The national interest as perceived by the
political supplier may conflict with the position that would be
most favorable to reelection prospects. Some politicians may
opt for the national interest even when it means political
defeat. None of this is incompatible with an economic view of
political choice.

Although the potential for political suicide exists, it does
not overpower the preference of most politicians for political
life. There is a strong incentive for political suppliers to stake
out positions that will increase their vote total in the next
election. A politician who refuses to give major consideration
to electoral gain increases the risk of replacement by a more
astute (and possibly less public-minded) politician. The com-
petition of vote-maximizing political candidates presents the
most public-spirited politician with a strong incentive to base
his or her decisions primarily on political considerations. Just
as neglect of economic profit is the route to market oblivion,
neglect of potential voters is the route to political oblivion.

3.9 CONFLICT BETWEEN GOOD ECONOMICS
AND GOOD POLITICS

What reason is there to believe that political action will result
in economic inefficiency? Current economic and political
research is continually yielding knowledge that will help us
answer this question more definitively. Three important char-
acteristics of the political process are (1) rational ignorance,
(2) special interests, and (3) shortsightedness.

3.9.1 Rational Ignorance

Less than one-half of the American electorate can correctly
identify the names of their congressional representatives and
where they stand on various issues. Why are there so many
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citizens who are ignorant of the simplest facts regarding the
political process? The explanation is not that the citizen lacks
intelligence. The situation is caused by the incentives con-
fronting the voter. Because most citizens recognize that their
individual votes are unlikely to resolve the issue at hand,
citizens have little incentive to seek costly information that
will help them cast intelligent votes. Economists call this the
rational ignorance effect.

The rationally ignorant voter is merely exercising good
judgment as to how his or her time and effort will yield the
most benefits. There is a parallel between the voter’s failure to
acquire political knowledge and the farmer’s inattention to the
factors that determine the weather. Weather is probably the
most important factor determining the income of an individual
farmer. Yet it makes no sense for the farmer to invest time and
resources attempting to understand atmospheric science. An
improved knowledge of how weather systems work will seldom
enable the farmer to avoid their adverse effects. So it is with
the average voter. The voter stands to gain little from acquiring
more information about a wide range of issues that are decided
in the political arena. Since the resolution of these issues gen-
erally, like the weather, is out of the individual voter’s hands,
he or she has little incentive to become more informed.

Because of this fact, most voters simply rely on informa-
tion that is supplied to them freely by candidates and the mass
media. Conversations with friends and information acquired
at work, from newspapers, from television news, and from
political advertising are important because the voter has so
little incentive to spend personal time and effort gathering infor-
mation. It is not surprising then that few voters are able to
accurately describe the consequences of raising tariffs on auto-
mobiles or of abolishing farm price support programs. In using
their time and efforts in ways other than studying these policy
issues, voters are merely responding to economic incentives.

3.9.2 Special Interest Issues

A special interest issue is one that generates substantial
personal benefit for a small number of constituents while
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imposing a small individual cost on a large number of other
voters. A few gain a great deal individually, whereas a large
number lose a little as individuals.

Special interest issues are very attractive to vote-con-
scious politicians, (that is, to those most eager and most likely
to win elections). Voters who have a small cost imposed on them
by a policy favoring a special interest will not care enough about
the issue to examine it, especially if it is a so complex that the
cost is difficult to identify. Because information seeking is
costly, most of those harmed will not even be aware of the
legislator’s views on such issues. Most voters will simply ignore
special interest issues. Those representing the special interest,
though, will be vitally concerned. They will let the candidate
(or legislator) know how important an issue is to them. They
will give financial and other help to politicians who are recep-
tive to their ideas and will oppose those who are not.

What would you do if you wanted to win an election?
Support the special interest groups? Use their financial
resources? And use those resources to “educate” the uninformed
majority of voters to the fact that you support policies of inter-
est to them? You would have an incentive to follow this route
even if the total community benefits from the support of the
special interest were less than the cost. The policy might cause
economic inefficiency, but it could still be a political winner.

Why stand up for a large majority? Even though the total
cost may be very large, each person bears only a small cost.
Most voters are uninformed on the issue. They do not care
much about it. They would do little to help you get elected
even if you supported their best interests on this issue. Astute
politicians will support the special interest group if they plan
to be around for a long time.

The political process tends to work in favor of special
interest groups. This means that a conflict sometimes exists
between good politics (winning elections) and ideal public policy.

3.9.3 Shortsightedness

Politicians seeking to be reelected have a strong incentive to
support policies that generate current benefits in exchange
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for future costs, especially if the future costs will be hard to
identify on Election Day. Public sector action will thus be
biased in favor of legislation that offers immediate (and easily
identifiable) current benefits in exchange for future costs that
are complicated and difficult to identify. Simultaneously, a
bias exists against legislation that involves immediate and
easily identifiable costs (such as higher taxes) while yielding
future benefits that are complex and difficult to identify. Econ-
omists refer to this bias inherent in the collective decision-
making process as the shortsightedness effect.

The nature of democratic institutions restricts the plan-
ning horizon of elected officials. Positive results must be
observable by the next election, or the incumbent is likely to
be replaced by someone who promises more rapid results.
Policies that will eventually pay off in the future (after the
next election) will have little attractiveness to vote-seeking
politicians if those policies do not exert a beneficial impact by
Election Day.

The complexity of issues makes it hard for voters to
identify the future benefits and costs. Will a tax cut reduce
the long-run rate of unemployment? Are wage—price controls
an efficient means of dealing with inflation? Can pro-union
legislation raise the real wages of workers? These questions
are complex. Few voters will analyze the short-run and long-
run implications of policy in these areas. Instead, voters will
have a tendency to rely on current conditions and the short-
term impact of decision choices. To the voter, the best indicator
of the success of a policy is “How things are currently.”

When only production and exchange affect the buyer and
seller, competitive markets directed by the forces of supply
and demand are efficient. Figure 3.4 shows why this is true.
Suppliers of a good, DVD players for example, will produce
additional units as long as the market price exceeds the pro-
duction cost. Similarly, consumers will gain from the purchase
of additional units as long as their benefits, revealed by the
height of the demand curve, exceed the market price. Market
forces will result in an equilibrium output level of Q;: all units
for which the benefits to consumers exceed the costs to sup-
pliers will be produced. The first condition is met; all potential
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Figure 3.4 Supply and demand for DVD players.

gains from exchange (the shaded area) between consumers
and producers are fully realized. Production beyond Q;, how-
ever, will prove inefficient. If more than Q; DVD players are
produced, condition two is violated; consumers value the addi-
tional units less than their cost. With competitive markets,
suppliers will find it unprofitable to produce units beyond Q;
because the cost of the additional units will exceed revenues.

Since competition is the enemy of high prices, sellers have
a strong incentive to escape from its pressures by differenti-
ating or even colluding rather than competing. Competition
is something that is good when the other guy faces it. Indi-
vidually, each of us would prefer to be loosened from its grip.
Students do not like stiff competition at exam time, when
seeking entry to graduate school, or in their social lives. Sim-
ilarly, sellers prefer few real competitors.

Figure 3.4 illustrates how sellers can gain from collusive
action. If a group of sellers could eliminate the competition
from new entrants to the market, they would be able to raise
their prices. The total revenue of sellers is simply the market
price multiplied by the quantity sold. The sellers’ revenues
may well be greater, and their total costs would be lower, if
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the smaller, restricted output Q, were sold rather than the
competitive output Q. The artificially high price P,is in excess
of the competitive opportunity cost of supplying the good. The
price of the good does not reflect its actual level of scarcity.

It is in the interest of consumers and the community that
output be expanded to Q,, the output consistent with economic
efficiency. It is in the interest of sellers, though, to make the
good artificially scarce and raise its price. If sellers can use
collusion, government action, or other means of restricting
supply, they can gain. However, the restricted output level
would violate condition two. Inefficiency would result. There
is a conflict between the interests of sellers and what is best
for the entire community.

When there are only a few firms in the industry and
competition from new entrants can be restrained, sellers may
be able to rig the market in their favor. Through collusion,
either tacit or overt, suppliers may be able to escape compet-
itive pressures. What can the government do to preserve com-
petition? Congress enacted a series of antitrust laws, most
notably the Sherman Antitrust Act and the Clayton Act, mak-
ing it illegal for firms to collude or attempt to monopolize a
produce market. Congress also established the Federal Trade
Commission, which prohibits “unfair methods of competition
in commerce,” such as false advertising, improper grading of
materials, and deceptive business practices.

For the most part, economists favor the principle of gov-
ernment action to ensure and promote competitive markets,
but there is considerable debate about the effectiveness of
past public policy in this area. Few economists are satisfied
with the government’s role as a promoter of competition. Tiebout
has developed a model of a way of achieving the efficient
provision of public goods and has characterized the specific
conditions under which it would work.

3.10 THE TIEBOUT MODEL

Suppose that you oppose a particular U.S. policy, say on
national defense. It would be unusual for you to be told that
you should leave the country because of the government’s
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policy on national defense. Because of the large financial and
psychological costs of leaving, a more realistic approach is to
remain in the country and work to change the policy. On the
other hand, according to Tiebout, most citizens are not
strongly attached to their local communities. If you do not
like the policies being followed in Cleveland, Ohio, the easiest
thing to do is to move a few miles away to Akron, Ohio. In
this part of the chapter, we discuss the relationship among
intercommunity mobility, voluntary community formation,
and the efficient provision of public goods.

We know that markets are imperfect. As such, they do
not provide public goods efficiently. The basis of the problem
is that the market does not demand that individuals reveal
their true preferences for public goods. Everyone has an incen-
tive to be a free rider. The usual conclusion is that some type
of government intervention is needed.

The ability of individuals to move among jurisdictions
produces a market-like solution to the local public goods issue.
Individuals vote with their feet and locate in the community
that offers the bundle of public services and taxes that best
meets their situation. If Ms. Smith satisfies her demand for
private goods by purchasing them on the market, she satisfies
her demand for public services by the appropriate selection
of a community in which to live and pays taxes for the services.
In equilibrium, people live in various localities based on their
need for public services. Each individual receives her/his
desired level of public services and cannot be made better off
by moving. Therefore, the equilibrium is Pareto efficient and
government action is not required to achieve efficiency.

Tiebout’s objective was to think of a way of achieving the
efficient provision of public goods and to characterize the
specific conditions under which it would work. Tiebout’s mech-
anism is as follows. One factor individuals consider in choos-
ing in which community to live is the tax and service package
in that community, that is, the tax burden a resident will bear
and the preferred benefits from public services a resident will
enjoy. If many localities are available, each with a different
tax/service package, individuals will select the one that gives
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them the greatest satisfaction. Presumably, they will choose
the one for which taxes and services are the closest to their
desired amount. Basically, individuals “shop” among localities
and “buy” the best for them. This analogy with private mar-
kets is important because it suggests that individuals can
choose just what they want in the public sector and need not
compromise through voting.

According to Tiebout, a quasi-market process can fix the
public goods problem. This requires finding an exact set of
sufficient conditions under which the ability of citizens to vote
with their feet results in the efficient provision of public services.

The assumptions of the Tiebout model are:

¢ First, government activities produce no externalities.

e Second, individuals are completely mobile. That is,
each person can move to a jurisdiction in which public
services are best suited for that individual. The loca-
tion of the individual’s place of employment places no
restriction on where that person lives and does not
affect the person’s income.

e Third, individuals have perfect information with
respect to each community’s public services and taxes.

¢ Fourth, there are enough different communities so that
each individual can find one with public services meet-
ing his or her demands.

¢ Fifth, for every pattern of community services set by,
say, a city manager who follows the preferences of older
residents of the community, there is an optimal com-
munity size.

e Sixth, communities below the optimum size seek to
attract new residents to lower average costs. Those
above optimum size do just the opposite. Those at an
optimum try to keep their populations constant.

Tiebout concludes that under these conditions consumers
will locate in the community that best satisfies their prefer-
ences. Further, if the production of public goods exhibits con-
stant returns to scale and if enough communities exist, then
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consumers will move to the community that exactly satisfies
their preferences. With constant returns to scale, communities
of even one person can provide services at a minimum average
cost, and community size becomes irrelevant.

Tiebout (1956) pointed out that “this model is not even
a first approximation of reality. It is presented to show the
assumptions needed in a model of local government expendi-
tures, which yields the same optimal allocation that a private
market would.”

Assumptions one, two, and five parallel the standard
assumptions of a perfectly competitive market. Consumers
with complete knowledge of price and quality differences face
many sellers of each produce and make consumption choices
in order to obtain the greatest possible satisfaction. According
to Tiebout, of these three, the requirement of many commu-
nities may be the most troublesome. Because there must be
enough jurisdictions to satisfy every preference, it is possible
that as many communities as individuals may be required.
Such one-person governments mean, of course, that public
goods would be consumed as private goods. But that effec-
tively leaves out government and collective consumption that
would regenerate the efficiency problems for which govern-
ment was created. Still, the number of different local commu-
nities in a given area or region is often large. Therefore,
desires for many different combinations of public services can
be accommodated, at least in large metropolitan areas. The
choice of 100 to 150 local governments and at least 50 different
school districts is common even in medium-sized metropolitan
areas.

In responding to this set of location choices, there is very
little doubt that consumers do consider local government
taxes and services in deciding where to live. Often the first
question that a new or transferred employee will ask is “How
are the schools around here?” Whether individuals have com-
plete or even good knowledge about interjurisdictional tax
and service differences is more problematic because collecting
information is not without cost. One private sector market,
the real estate business, however, does specialize in gaining
and providing that information to prospective residents.
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Other, less formal networks to acquire and provide such infor-
mation to prospective residents also exist.

The assumption of no employment restrictions on resi-
dential mobility removes several potential problems including
any difference in transportation cost between job location and
alternative residential locations and the new costs created by
the need to change job location for whatever reason. Tiebout
anticipated someone living on capital income so that the
amount of income was independent of where one lived. With
that exception, and possible one for certain types of self-
employed individuals, this assumption will not be met in
reality. But certainly some actual situations come closer to
meeting this assumption than do others. For any given job
and job location, individuals may have a choice of several or
even a number of different communities in which to live, with
equal transportation cost to that job. This is reflected in tra-
ditional urban economics models with a central business dis-
trict or job center circled by suburbs at different distances.
To the extent that a good number of such choices providing
different tax/service packages exist in a given metropolitan
area, this assumption may be approximated.

The most important assumptions for the economic effi-
ciency implications of the Tiebout model and the most trou-
blesome are the absence of externalities or fiscal spillovers.
Externalities or spillovers are harmful or beneficial side
effects in the processes of production, distribution, or con-
sumption of certain goods. The side effects of ordinary eco-
nomic activity are called external or spillover benefits when
the effects are beneficial and external costs when they are
harmful. According to Tiebout, “There are obvious external
economies and diseconomies between communities.” Indeed,
the existence of externalities is a major reason why individual
consumers should group together for collective consumption
of public goods. If those externalities extend across jurisdiction
boundaries and if the amount of public service selected in each
community is efficient for that community, those amounts will
not be efficient from the overall society’s viewpoint.

The inefficiency caused by interjurisdictional externali-
ties can be corrected in several ways. Two are:
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1. Externalities can be eliminated if governments are
bigger (geographically and with larger population).
If all those who benefit or pay for a public service are
members of the same government, then there is no
externality. However, governments large enough to
eliminate externalities may be too large to include
only individuals with the same preferences for public
service. This creates a potential trade-off of these two
factors.

2. Intergovernmental grants can be used to induce local
governments to change their quantity of public ser-
vice to that which is socially efficient. This can be
accomplished without altering the size of those recip-
ient governments.

There are two points that can be made to show the
allocative results of the Tiebout model. First, changes in the
costs of one of the public services will cause changes in the
quantity produced. Second, the costs of moving from commu-
nity to community should be recognized. These two points are
illustrated through the following example.

Let us suppose that lifeguards throughout the United
States organize and succeed in raising their wages. Total taxes
in communities with beaches will rise. Now, residents who
are largely indifferent to beaches will be forced to make a
decision. Are the savings from this added tax worth the cost
of moving to a community with little or no beach? Obviously
this decision depends on many factors, among which the avail-
ability of and proximity to a suitable substitute community
is important. If enough people leave communities with
beaches and move to communities without beaches, the total
amount of lifeguard services used will fall. This model, unlike
the private sector counterpart, has mobility as a cost of reg-
istering demand. The higher this cost, ceteris paribus, the less
optimal the allocation of resources.

The cost of registering demand comes through the intro-
duction of space into the economy. Yet space affects the allo-
cation not only of resources supplied by local governments
but of those supplied by the private market as well. Every
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time available resources or production techniques change, a
new location becomes optimal for the firm. Indeed, the concept
of a shopping trip shows that the consumer does pay a cost
to register his or her demand for private goods.

On the production side, it is assumed that communities
are forced to keep production costs at a minimum either
through efficiency of city managers or through competition
from other communities. Given this, “each individual, in seek-
ing as a competitive buyer to get to the highest level of indif-
ference subject to given prices and tax, would be led as if by
an Invisible Hand to the grand solution of the social maximum
position.”

3.11 SUMMARY

Economic efficiency, that is, creating as much value as possible
from a set of resources, is a goal by which alternative insti-
tutions and policies can be judged. Two conditions need to be
met to achieve economic efficiency:

1. All activities that produce more benefits than costs
for the individuals within the economy must be
undertaken.

2. Activities that generate more costs than benefits to
the individuals must not be undertaken.

If only the buyer and seller are affected, production and
exchange in competitive markets are consistent with the
ideal-efficiency criterion.

Public goods are a problem for the market to handle
because nonpaying customers cannot easily be excluded. Since
the amount of a public good that each individual receives is
largely unaffected by whether he or she helps pay for it, most
individuals will contribute little. The market will thus tend
to undersupply public goods.

The public sector is an alternative means of organizing
economic activity. Public sector decision-making will reflect
choices of individuals acting as voters, politicians, financial
contributors, lobbyists, and bureaucrats.
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Successful political candidates will seek to offer pro-
grams that voters want. Voters, in turn, will be attracted to
candidates who reflect the voters’ own views and interests. In
a democratic setting, voters will turn to collective action for
two major reasons:

1. To reduce waste and inefficiency from noncompetitive
markets, externalities, public goods, and economic
stability

2. To alter the income distribution

Public sector action sometimes may improve the market’s
efficiency and lead to an increase in the community’s welfare,
all individuals considered. However, the political process is
likely to conflict with ideal economic efficiency criteria when
(a) voters have little knowledge of an issue, (b) special inter-
ests are strong and/or (c) political figures can gain from fol-
lowing shortsighted policies.

DISCUSSION QUESTIONS:

1. Some people have suggested that political voting and
voting with one’s feet simultaneously apply in deter-
mining the amounts of local public services to pro-
vide. Discuss how this might happen. How might the
limitations of the assumptions of the Tiebout model
contribute to a role for voting?

2. What are the five assumptions of voting models?
Briefly discuss possible outcomes if these assump-
tions are violated.

3. What is rational ignorance? What are its ramifica-
tions? How can platforms and other information be
useful in containing these effects?

4. Do political suppliers ever have an incentive to
deceive voters about the cost of legislation? If so,
when? Can you give any examples of cases in which
this can happen?

5. Do you think special interest groups exert much
influence on local government? Why or why not? As
a test, check the composition of the local zoning board
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in your community. How many real estate agents,
contractors, developers, and landlords are on the
board? Are there any citizens without real estate
interests on the board?

6. Do you believe that real-world politicians adopt polit-
ical positions to help their election prospects? Can
you name a current political figure that consistently
puts “principles above politics”? If so, check with
three of your classmates and see whether they agree.
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4.1 INTRODUCTION

In American culture the term bureaucracy has a very negative
connotation. I asked a class of undergraduate students to use
one word to describe bureaucracy. Their responses included
waste, inefficiency, red tape, rules, paperwork, formality, unre-
sponsiveness, idleness, and rigidity. These negative descrip-
tions of bureaucracy are not limited to students. This
animosity towards the bureaucracy is deeply rooted in Amer-
ican culture. It even extends to the American cinema (Lee
and Paddock, 2001). It is relatively easy to find examples of
evil bureaucrats in American films. William Niskanen, a pro-
fessor of economics at the University of California, Berkeley,
has consistently argued that government bureaucracies are
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too large and must be curtailed (Niskanen, 1994). In Niskanen’s
opinion, the bureaucracy tends to produce more services than
the public needs. In addition, he argues that government is
a monopoly; therefore, it has no incentive to improve service
quality.

Niskanen’s suggestions to improve the performance of
the bureaucracy include privatization, increased competition
among agencies, and tighter legislative and executive over-
sight. Nevertheless, Niskanen is skeptical that either legisla-
tive or executive reviews are likely to successfully improve
the efficiencies of government bureaucracies. He strongly rec-
ommends privatization because it fosters competition and will
result in a more efficient delivery of public services. Many
politicians have also been critical of the bureaucracy. Presi-
dent Reagan, President Clinton, and President George W.
Bush pledged to change the way the bureaucracy works. There
are many examples to support these negative descriptions of
the bureaucracy; however, it is interesting to note that about
100 years ago the word bureaucracy actually meant some-
thing positive. It meant a rational, efficient model of organi-
zation (Osborne and Gaebler, 1992). Public administration
scholar Charles Goodsell conducted a survey of American
citizens in which he explored bureaucracy in American gov-
ernment (Goodsell, 2002). He found that Americans generally
dislike the bureaucracy but have a very positive view of their
experiences with individual bureaucrats. Goodsell concludes
that American government bureaucracies work very well but
do not get the credit they deserve.

This positive view of the bureaucracy is not new. As early
as 1922, Max Weber, a German sociologist, conducted a sys-
tematic study of organizations in various cultures. Weber con-
cluded that bureaucracy was the most efficient and rational
method of organization (Weber, 2000). Burns et al. (2003)
argued that compared to those of other nations, American
bureaucracies are much gentler and less oppressive. Herbert
Kaufman (2001) applauded the work of the bureaucracy and
concluded that bureaucracies are major players in the Amer-
ican governmental system. Charles Perrow (1986), in his book
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Complex Organizations, defended the bureaucratic model of
organization and suggested that bureaucracy is such an inte-
gral part of an organization that it would be extremely diffi-
cult to replace.

Government bureaucracies have been essential in the
building of economies both in market and nonmarket econo-
mies. They provide essential services that capitalist economies
need to perform well. These essential services include a stable
constitutional order, a system of mass education, a network
for public health, and means for protecting the environment.
In addition to provision of services, the economic role of the
bureaucracy involves the regulation of the private sector. Max
Weber (1950) suggested that government bureaucracies are
preconditions for capitalist economic health. The elements of
the bureaucratic model of organization such as vertical hierar-
chy, formal rules, and impartial treatment provide a sanctuary
for the private sector to develop and thrive (Weber, 1950). Nev-
ertheless, many modern political economists differ with Weber
on the usefulness of the bureaucracy in the market economy
(Buchanan, Downs and Tullock, 1962). In their view, govern-
ment bureaucracies advance self-centered behavior, which cor-
rupts the natural functioning of the market (Simmons, 2003).

This chapter examines various aspects of the bureaucracy.
Topics include definitions, characteristics, functions, sources
of power, and mechanisms in place to control its behavior.

4.2 DEFINITION

The word bureaucracy emerged from eighteenth century
France, initially referring to the cloth covering the desks of
French government officials (Pinkerton, 1995). Today, the
term bureaucracy has many meanings. In a broad sense,
bureaucracy denotes the large formal structural and proce-
dural arrangements of large complex organizations. In this
context, bureaucracy is not limited to government but also
includes large private and nonprofit organizations such as
Wal-Mart, Texaco and the United Way. The term bureaucracy,
however, is primarily used in connection with government.
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Bureaucracy also refers to the totality of offices in the executive
branch at the federal, state, and local levels of government.
Finally, the term frequently refers to all elected, appointed,
and selected employees of the government in the United States.

4.3 BUREAUCRATS

In the purest sense of the word, bureaucrats are employees
in large complex organizations, which may be public, private,
or nonprofit. In terms of public organizations, bureaucrats are
employees who work in the executive branch at the state,
federal, or local levels of government. Bureaucrats hold a huge
variety of jobs, but most bureaucrats are white-collar workers,
such as secretaries, clerks, lawyers, inspectors, and engineers.
They include career civil servants as well as political appointees.
According to the 2003 Employment and Trends of Federal Civil-
ian Workforce Statistics, approximately 57% of bureaucrats
in the federal government are male and 43% are female; about
73% are white and 27% are minorities. Although minorities
are well represented in the federal bureaucracy, women and
nonwhites are clustered in the lower-rank jobs.

Citizens as well as elected officials often question the
motivations of bureaucrats. Public choice theorists describe
bureaucrats as essentially acquisitive, busily maximizing their
budgets and expanding their powers (Buchanan et al., 1962;
Niskanen, 1994). Critics of the public choice theory argue that
the motivations of the bureaucracy are varied (Balla and
Gromley, 2004). Many bureaucrats might be motivated by per-
sonal gains, but many are equally motivated by altruistic values
such as pursuit of the public interest and love of country.

Anthony Downs (1967), a prolific writer in the field of
public administration, has divided bureaucrats into five dis-
tinct groups: climbers, conservers, zealots, advocates, and
statesmen. Climbers focus on acquiring and maintaining
power, income, and prestige, while conservers’ priorities are
convenience and job security. Zealots, advocates, and states-
men are loyal employees but the extent of their loyalty differs.
While zealots are loyal to specific policies, advocates are loyal
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to the organization as a whole. Statesmen are loyal to society
as a whole and are generally motivated by altruism.

4.4 CHARACTERISTICS OF BUREAUCRACY

Max Weber has identified several common characteristics of
ideal bureaucracies. The key characteristics are:

4.4.1 A Well-Defined Hierarchy of Positions

The ideal bureaucracy has a vertical hierarchy that defines
the chain of command in the organization. The purpose of
hierarchy is to create a clear reporting structure from the top
of the organization to the bottom. Each position is subordinate
to the one above it and superior to the one below it. Each
employee in the organization receives instructions only from
his or her immediate supervisor. The United States Office of
Management and Budget (OMB) hierarchical structure is
illustrated in Figure 4.1. The OMB assists the President in
the development and execution of policies and programs. At
the top of the OMB is a director who reports to the President.
Below the director are two deputy directors who report to the
director. Immediately below the deputy directors is an executive
associate director who reports directly to the deputy directors.

4.4.2 Division of Labor and Specialization

Responsibilities are well defined in the formal bureaucracy.
Work is divided among several units, persons, or offices with
clear areas of responsibility for each entity or individual. For
example, the work of the Office of Management and Budget
(see Figure 4.1) is divided among three offices, which are
divided into several programs. The three offices of the OMB
are OMB-Wide Support Offices, Statutory Offices, and
Resource Management Offices. Each office has its own func-
tional area of responsibility.

Division of labor allows employees to become experts and
specialists in their areas of responsibility. It also allows them
to complete jobs faster and more efficiently. Job specialization
has certain disadvantages, however. Employees can develop
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overly narrow and parochial viewpoints and lose sight of the
goals and objectives of the organization as a whole. Job spe-
cialization can also reduce the challenges of many jobs, leading
to reduced performance, absenteeism, and alienation (Merton,
1957). The three most common alternatives to job specializa-
tion are job rotation, job enlargement, and job enrichment.

4.4.3 Formal Written Rules and Procedures

Ideal bureaucracies operate according to a consistent system
of formal abstract rules and standard operating procedures.
This practice fosters consistency, predictability, and fairness
in tasks performed in the organization. Formal rules are
designed to ensure that:

1. Employees receive the information necessary to keep
the workflow in the correct order.

2. Employees are consistent in dealing with outsiders,
especially clients.

3. Supervisors treat employees fairly.

When these rules are not followed, employees may be disci-
plined or terminated (Wilson, 2003). Usually, the rules are
written down in manuals that are easily accessible to all
employees. Notwithstanding, formal rules have weaknesses.
Although formal rules are intended to prevent chaos in an
organization, they can lead to excessive red tape, rigidity, and
slow response to problems. Merton (1957) argued that bureau-
cracies constantly exert pressure on employees to blindly con-
form to the rules of the organization without considering the
ultimate goals of the organization.

4.4.4 Impersonal Relationships

Impersonality is a significant characteristic of the ideal
bureaucracy. Supervisors maintain social distance with their
subordinates. This distance between supervisors and subor-
dinates makes it more likely that decisions are based on
rationality, not favoritism. Employees are expected to have
an impersonal relationship with clients to foster evenhanded
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treatment. Maintaining an impersonal relationship has a neg-
ative side, however. It makes organizations appear inhumane
and mechanical. Many administrations have attempted to
reorganize the bureaucracy to have citizens feel more con-
nected to the government (Sowa, 2003). Most recently, Pres-
ident Clinton introduced the National Performance Review,
which was designed to make the federal bureaucracy more
responsive to its “customers” by cutting red tape and improv-
ing responsiveness (Osborne and Gaebler, 1992).

4.4.5 Maintenance of Formal Records

Formal record keeping of all its activities is one of the distin-
guishing features of a bureaucracy. Records are kept to ensure
that actions taken are consistent with past actions in similar
situations. Typically, complete files are kept of all clients;
however, access to those files is jealously guarded. The activities
of the organization, such as meetings, memos, directives, man-
agerial decisions, employee time sheets, and job descriptions,
are also recorded and maintained in files.

4.4.6 Professionalization

A professional career system is essential in a formal bureau-
cracy. Hiring is based on merit as opposed to political patron-
age. Employees are also full-time and are paid a regular
salary with appropriate fringe benefits. In the United States,
employment in the federal government (except for a small
number of political appointees) is covered by a civil service
system. This system began in 1883 with the passing of the
Civil Service Reform Act, known as the Pendleton Act. It
created a new approach to staffing government, one based on
competence and merit (Watson, 2001). Under the civil service
system, exams and job-related skills are used to hire and
promote qualified individuals. The Office of Personnel Man-
agement (OPM) is responsible for hiring in most agencies of
the federal government. States and the majority of local gov-
ernments have civil service systems and special offices dedi-
cated to managing the workforce of their entities.
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During the 1950s and 1960s, several writers predicted
the end of the bureaucratic model as the dominant form of
organization (Waldo 1952; Bennis, 1966; Thompson, 1961).
This has not happened yet, however. In fact, the majority of
large organizations in the United States closely resemble
Weber’s characterization of the bureaucracy. Bureaucracies
appear to be alive and well and remain the dominant model
of organizations. Nevertheless, many organizations are pay-
ing more attention to the human side of the organization and
are rewarding employees for initiative and creativity.

4.5 FUNCTIONS OF THE BUREAUCRACY

The main functions of the bureaucracy are implementation,
rulemaking, and administration (Jansson, 2003). Implementa-
tion is the process of putting laws into practice, and it is the
core responsibility of the bureaucracy. As implementers, the
bureaucracy executes the decisions of Congress, the president,
and the courts (Wildavsky, 1994). Once Congress passes a law,
the bureaucracy takes the legislation and translates it into
programs that work. Sometimes the bureaucracy does not
implement the law as Congress intended because of inadequate
resources, poor program design, or vague wording of the law.

Some government agencies exist to regulate some aspects
of the private sector. Congress gives these agencies extensive
powers to issue and enforce rules in their area of responsibil-
ity. Nevertheless, Congress reserves the right to change the
rules when they violate congressional intent. The basic rule-
making process is:

. Law is passed.

. Law is sent to appropriate agency to develop rules.
. Agency develops preliminary rules.

. Proposed rules are placed in the digest for comments.
. Rules are finalized.

. Rules are enforced.

O O O N

The Interstate Commerce Commission (ICC), for example,
makes the rules pertaining to the nation’s radio and television
networks. When the bureaucracy administers programs, it
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undertakes activities such as issuing directives, disbursing
funds, awarding grants and contracts, analyzing programs,
and taking corrective action.

Many view this delegation of rulemaking responsibility
to the bureaucracy as an abdication of responsibility by the
Congress (McCubbins, 2002). Conservatives argue that the
bureaucracy should be very mindful of overregulating indus-
tries because it raises prices and stifles economic growth. On
the other hand, liberals suggest that regulations are neces-
sary to protect the environment and individuals from the
powerful.

4.6 THE ORGANIZATION OF THE FEDERAL
BUREAUCRACY IN THE UNITED STATES
OF AMERICA

The executive branch of the federal government is referred to
as the federal bureaucracy. It consists of approximately 2.7
million civilian employees and 1.4 million in the armed forces.
These employees are organized into three groups:

1. Executive Office of the President
2. Cabinet-level departments
3. Independent agencies and public corporations

The cabinet-level departments employ the majority of
federal employees. They have approximately 1.7 million
employees, representing nearly 63% of the workforce of the
workforce of the executive branch. Independent agencies and
government commissions account for approximately 36.7%,
while the Executive Office of the President employs less than
1% of the federal government’s workforce.

4.6.1 The Executive Office of the President

The Executive Office of the President (Figure 4.2) works
directly with the president in the preparation and implemen-
tation of major policies (Grubbs and Denhardt, 2003). It is
made up of several offices. The main offices of the Executive



THE GOVERNMENT OF THE UNITED STATES

THE CONSTITUTION

Legislative Branch

Executive Branch

Ju

al Branch

The Congress
Senate House

Architect of the Capital
United States Botanical Garden
General Accounting Office
Library of Congress
Congressional Budget Office

The President

Executive Office

White House Office

Office of the Vice President
Council of Economic Advisors
Council of Environmental Quality
National Security Council

Office of Administration

The Vice President

of the President

Office of Management and Budget
Office of National Drug Control Policy
Office of Policy Management

Office of Science and Technology Policy
Office of US Trade Representative

I

The Supreme Court of the
United States
United States Court of Appeals
United States District Courts
Territorial Courts
United States Court of International Trade
United States Courts of Federal Claims
United States Court of Appeals for the
Armed Forces
United States Tax Court
United States Court of Veteran Appeals
Administrative Offices of the
United States Courts
Federal Judicial Center

United States Sentencing Commission

Department of Department of
Agriculture Commerce

Department of
Defense

Department of Department of
Education

Energy

Department of Department of Housing
Health and Human And Urban
Services Development

Department of Department of
The Interior Justice

Department of
Labor

State

‘ Department of

Department of|
Transportation:

Department of|
The Treasury

Department of
Veteran Affairs

African Development Foundation

Central Intelligence Agency

Commodity Futures Tracking Commission

Consumer Product Safety Commission

Corporation for National and Community
Service

Defense Nuclear Facilities Safety Board

Environmental Protection Agency

Equal Employment Opportunity Commission

Export Import Bank of US

Farm Credit Administration

Federal Communications Commissions

Federal Deposit Insurance Corporation

Federal Election Commission

Federal Emergency Management Agency

Federal Housing Finance Board

Federal Labor Relations Authority

Federal Maritime Commission
Federal Mediation and Coordination
Federal Mine Safety and Health Review
Federal Reserve System
Federal Retirement Investment Board
Federal Trade Commission
General Service Administration
Inter-American Foundation
Merit System Protection Board
National Aeronautics and Space
Administration
National Archives and Records
Administration
National Capital Planning Commission
National Credit Union Administration
National Foundation on the
Arts and Humanities

National Labor Relations Board
National Mediation Board
National Railroad Passenger
Corporation
National Science Foundation
National Transportation
Safety Board
Nuclear Regulatory Commission

Postal Rate Commission

Railroad Retirement Board

Securities and Exchange Commission
Selective Service System

Small Business Administration

Social Security Administration
Tennessee Valley Authority

Occupational Safety and
Health Review
Office of Government Ethics
Office of Personnel Management
Office of Special Counsel
Panama Canal Commission
Peace Corp
Pension Benefit Guaranty
Corporation

Depositor Protection Oversight Board

Trade and Development Agency

US Arms Control and Disarmament Agency

US Commission of Civil Rights

US Information Agency

US International Development Cooperation
Agency

US International Commission

US Postal Service

Source: US Government Manual. Washington, D.C: US Government printing Office, 2002.
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Office of the President are the Office of Management and
Budget (OMB), the National Security Council (NSC), and the
Council of Economic Advisers (CEA). The OMB assists the
president in preparing the budget. The main function of the
NSC is to advise and assist the president on national security
and foreign policies. It is the president’s principal office for
coordinating policies among various government agencies.
The NSC is made up of the president, vice president, and
secretaries of state and defense and is directed by the national
security advisor. The CEA conducts economic studies and
advises the president on a wide range of domestic and inter-
national economic policy issues.

4.6.2 Cabinet-Level Departments

The Cabinet consists of 15 departments. They are the Depart-
ments of State, Treasury, Defense, Justice, Interior, Agricul-
ture, Commerce, Labor, Transportation, Housing and Urban
Development, Health and Human Services, Energy, Educa-
tion, and Veterans Affairs and the newly created Department
of Homeland Security (2002). The Departments of State, Trea-
sury, Defense and Justice were the first to be created, and
jobs in these departments carry much prestige. These four
departments were started in 1789, when the first legislative
session was held (Garvey, 1992). A secretary heads each depart-
ment except for the Department of Justice, which is headed
by the attorney general. Below the secretaries are undersec-
retaries, deputy undersecretaries, and assistant secretaries.

The heads of each department are chosen by the presi-
dent and approved by the Senate. Each department is subdi-
vided into smaller units with an array of designations, such
as bureaus, offices, services, programs, and administration.
Within the Department of Justice, for example, are the Drug
Enforcement Administration, Community Relations Service,
and Foreign Claims Settlement Commission, as well as the
Office of Violence against Women. The departments with the
greatest number of employees are Department of Defense,
Department of Veterans Affairs, Department of Homeland
Security, and Department of Justice (Firstgov.gov).
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4.6.3 Independent Establishments and
Government Corporations

Independent agencies exist outside the structure of the Cab-
inet departments and carry out a myriad of functions (Mila-
kovich, 2004). There are two groups of independent agencies:

1. Independent agencies that regulate aspects of the
private sector
2. Independent agencies that perform special functions

A board of approximately seven to nine individuals usu-
ally heads each independent agency.

The rationale for establishing independent agencies is
(Watson, 2002):

1. To avoid them being captured by their clients
2. To avoid the politics that accompanies traditional
departments

Although the President appoints the heads of indepen-
dent agencies, they are somewhat more independent than
cabinet secretaries. In some cases, the term of the head of the
independent agency is longer than that of the president who
appoints him or her. For example, Alan Greenspan, the cur-
rent chairman of the Federal Reserve System, was appointed
by President Clinton and is currently serving under the Bush
administration.

The Interstate Commerce Commission (ICC), National
Labor Relations Board (NLRB), Federal Communications
Commission (FCC), and Federal Reserve Board (FRB) are
examples of regulatory agencies. The FRB is the most inde-
pendent and influential of the independent agencies. It regu-
lates the economy and the stock market and sets interest
rates. The ICC, the oldest of the regulatory agencies, regulates
railroads and trucking. The NLRB regulates labor-manage-
ment relations (Firstgov.gov).

Examples of independent agencies that are not regula-
tory agencies are the National Science Foundation, National
Aeronautics and Space Administration (NASA), Office of Per-
sonnel Management (OPM), General Service Administration
(GSA). The National Science Foundation supports scientific
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research, and NASA administers the United States Space
Program. The OPM monitors the civil service system in the
federal government, while GSA operates and maintains fed-
eral properties, supplies, and purchasing.

Government corporations are a blend of private corpora-
tion and government agency; however, their operations are
closer in resemblance to those of a private entity than those
of a government entity. Unlike other government entities,
government corporations are designed to run like a business
in many aspects. Typically, they charge for their services,
though at a cheaper rate than the consumer would pay in the
private sector. The United States Postal Service and
AMTRAK, for example, are expected to generate profits. The
Tennessee Valley Authority (TVA) and the Federal Deposit
Insurance Corporation (FDIC) are also examples of govern-
ment corporations.

Like private corporations, government corporations are
headed by boards of directors who are legally responsible for
the acts of the organization. Nevertheless, government corpo-
rations are still controlled by the government, so they are not
true private corporations. They have more control over their
budgets than other agencies do and can decide how to use
their earnings. Bureaucracies in state governments and many
local governments are organized in similar ways to the federal
government. The Executive Branch in the state of New Jersey,
for example, has 15 departments and several independent
agencies and public corporations.

4.7 POWER OF THE BUREAUCRACY

The bureaucracy and its employees are very powerful. In fact,
the bureaucracy has been called the fourth branch of govern-
ment (Bardes, 2000). Three reasons the bureaucracy is powerful
are its access to information, extensive expertise in various
fields, and ability to use discretion in rulemaking (Rourke,
1984). Additional power derives from the political support the
bureaucracy receives from various constituencies and employ-
ment tenure.
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Congress has many sources of information such as leg-
islative staff, interest groups, and private citizens; neverthe-
less, it depends on the experts in the bureaucracy for accurate
information and technical advice to make informed decisions.
The bureaucracy develops expertise in specialized areas
because its employees are able to give full-time attention to
specific issues (Rourke, 1984). It is interesting to note that
sometimes the bureaucracy uses its specialized knowledge to
shield itself from the close scrutiny of Congress and the chief
executive (Garvey, 1992).

The bureaucracy is also a powerful entity because of its
ability to use discretion in decision making. Congress passes
vague laws and gives considerable discretion to the bureaucracy
to flesh out the legislation. In some instances, Congress defers
to the bureaucracy because of its expertise. Although many
writers suggest that the bureaucracy has too much discretion,
others view discretion as necessary for administrative effective-
ness. Woodrow Wilson, the father of public administration in
the United States, argued that the bureaucracy should be
granted “large powers and unhampered discretion” (Wilson,
1887). It was his view that the bureaucracy is better equipped
than the legislature to make decisions in the public interest.
The decisions of the legislature tend to be in the interest of their
constituents, which frequently conflicts with the public interest.

The power of the bureaucracy also lies in the political
support it receives from various constituencies. Sources of
political support include the legislature, clientele groups,
interest groups, and the chief executive. Milakovich and Gor-
don (2004) suggested that most agencies cultivate support
from the committees in the legislature that oversee their work
by using four methods:

1. Responding promptly to requests for information

2. Effectively promoting and managing programs in
which legislators are known to have an interest

3. Cooperating administratively with legislators’ elec-
toral needs

4. Anticipating legislators’ preferences regarding the
operations of particular programs
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Another source of power for the bureaucracy is the support
it receives from client groups. Many client groups, especially
the larger ones, use their resources and political savvy to
market agency programs to the legislature and the president.
In exchange, agencies are expected to consider the needs of the
clients when they make rules or deliver services. Frequently,
the bureaucracy reciprocates by using its rule-making power
to serve, protect, and promote the interests of the client
groups (Lemay, 2001). In fact, much has been written about
the interdependent relationship between the regulatory agen-
cies and their client groups. Sometimes, the agencies become
so beholding to the client groups that they have difficulty
regulating them.

Employment tenure provides the bureaucracy a certain
degree of power. Approximately 90% of all federal employees
come under the civil service system, which provides tenure
for its employees after they have completed a probationary
period. There is a prevailing sense that job tenure removes
the incentives for high productivity and accountability. This
seems paradoxical because granting of tenure to bureaucrats
was conceived as a way to promote efficiency and effectiveness
in public service. Tenure makes it extremely difficult to
remove employees even when abuse is documented. Before
termination, employees must be given advance notice and the
opportunity for a hearing. An employee can appeal dismissal,
and this process can take a very long time. At the state and
local levels, removing employees is even more difficult than
at the federal level. Despite the power of the bureaucracy,
accountability is enforced through several channels, both for-
mal and informal.

4.8 CONTROL OF THE BUREAUCRACY

A number of institutions exert considerable power over the
bureaucracy. Some institutions have formal control while oth-
ers have informal control. The institutions exercising formal
control of the federal bureaucracy are Congress, the chief
executive, and the courts. Interest groups and the media exert
informal control over the bureaucracy. Although much of the
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following discussion pertains to the federal government, many
state and local governments operate in essentially the same
way. The bureaucracy is dependent on Congress for its fund-
ing, staffing, and its continued existence (Bardes 2000). A
government bureau cannot hire, fire, build, or sell without
going through procedures set down by Congress.

4.8.1 The Bureaucracy and Legislative Constraints

Congress uses several mechanisms to control the bureaucracy,
including:

1. Legislation

2. Legislative oversight

3. Fragmentation of job assignments

4. Congressional confirmation of top bureaucrats selected
by the president

5. Resource allocation

4.8.1.1  Control by Legislation

Legislation in place to control the bureaucracy includes:
(a) the Administrative Procedure Act of 1946, (b) the Freedom
of Information Act of 1966, (c) The Privacy Act of 1974, (d) the
Government in the Sunshine Act, and (e) sunset laws.

e The Administrative Procedure Act of 1946 — The main
purpose of the Administrative Procedure Act (APA) is
to ensure that the public has the opportunity to par-
ticipate in the formulation and revision of government
regulations (Gromley and Balla, 2004). President
Truman signed this act at a time when there was crit-
icism of the bureaucracy’s lack of fairness in its rule-
making procedures. The APA requires that agencies not
only keep the public informed of new regulations but
also make provisions for public participation and writ-
ten comments. Although the APA covers the majority
of agencies of the federal government, certain agencies
and functions are exempt, including the military and
the navy during wartime, and court martial and mili-
tary commissions (ombwatch/org/articleview/176/167).
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e The Freedom of Information Act of 1966 — The main

objective of the Freedom of Information Act (FOIA) is
to make information the federal bureaucracy collects
more accessible to the public. This law requires federal
agencies to disclose their records to the public in the
Federal Register. Examples of information pertaining
to agencies found in the Federal Register are agency
structure, procedures, functions, decision-making pro-
cesses, forms, and policies. The FOIA, however, does
not apply to a few federal institutions such as Con-
gress, federal courts, and the Executive Office of the
President (archives.aclu.org/library/foia.html).

The Privacy Act of 1974 — The Privacy Act helps to
curb the power of the bureaucracy. It requires agencies
to keep confidential the personal records of individuals.
Agencies are prohibited from sharing information
about individuals with other agencies without written
consent of the individual. The Privacy Act also requires
that agencies give individuals opportunity to correct
false information (Bushkin and Schaen, 1975).

The Government in the Sunshine Act — The Govern-
ment in the Sunshine Act requires that most federal
agencies open their meetings to the public and the press.
Another provision of the Sunshine Law is that agencies
advertise meetings within prescribed timelines. The Act
was enacted in 1976 as part of Congressional efforts to
ensure that the public has accurate information about
the decision-making processes of the federal govern-
ment. These laws apply to all federal agencies in the
executive branch with a few exceptions. Interestingly,
the Sunshine Law does not cover government entities
that are headed by a single administrator such as the
Environmental Protection Agency. The majority of states
have laws similar to the federal Sunshine Law. For
example, New Jersey’s Open Public Meeting Act requires
government to conduct its affairs in the open with a few
exceptions. An example of an exception is a situation in
which disclosure would compromise public safety or a
situation that the court has ruled confidential.
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e Sunset laws — Sunset laws give legislators the power
to automatically terminate a government entity or
function on a certain date. Congress must pass a new
bill to allow the agency to continue existing beyond
that date. The main objective of sunset laws is to prevent
the continuation of agencies that are no longer fulfill-
ing their mission and whose goals no longer serve the
public interests. Sunset laws seem to be a rational way
to end ineffective programs but, in practice, there are
only a few examples where agencies were terminated
using this mechanism (McKinley, 2000). Frequently, as
sunset dates approach, the bureaucracy mobilizes cli-
ent groups to fight termination. The Civil Aeronautics
Board (CAB) is an example of an agency that was
terminated using sunset laws. This independent
agency of the federal government was established in
1938 to regulate the airline industry; however, it was
terminated by Congress in 1985. One reason given for
its termination is that it overregulated and restricted
the entry of new firms into the industry.

The APA, FOIA, Privacy Act, Government in Sunshine
Act, and sunset laws have succeeded in opening government
to greater public scrutiny but they have not been as effective
as expected. There is growing concern that the use of com-
puters to store information makes it easier to share informa-
tion about individuals, which violates the individual’s right
to privacy. The proliferation of e-mail correspondence within
all levels of government poses a threat to the Government in
the Sunshine law. The question is: Does e-mail correspondence
between public officials constitute a meeting? Should an e-mail
correspondence between government officials be subjected to
the Freedom of Information Act? Is an e-mail a public record?
Concerns have begun to be raised about these perplexing
questions.

4.8.1.2 Control by Congress

The tendency of Congress not to give a single agency the total
responsibility of a policy area helps to curb bureaucratic
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power. This fragmentation of responsibility prevents any sin-
gle agency from dominating a particular policy arena. For
example, drug trafficking is the concern of several agencies.
Federal agencies that share the responsibility for policing
drug trafficking are the Customs Service, the Federal Bureau
of Investigation (FBI), the Drug Enforcement Administration,
the Border Patrol, and the Defense Department. The disad-
vantage, however, is that everybody’s business is sometimes
nobody’s business. Fragmentation of responsibilities often
leads to disagreement among agencies and sometimes inhibits
the responsiveness of government. Congress can also control
an agency by curtailing funding or simply refusing to appro-
priate funds for a proposal.

Another method Congress uses to control bureaucratic
power is legislative oversight. At all levels of government,
the legislature monitors and evaluates the performance of the
bureaucracy on a regular basis. Legislative oversight includes
public audits, face-to-face interviews, and hearings. There are
two forms of oversight: (1) police patrol and (2) fire alarm.
When members of Congress use the police patrol strategy they
behave like police officers on the beat. They actively seek out
agencies that are misbehaving. In the fire alarm strategy,
members of Congress investigate agencies after citizens
report problems (Ogal and Rockman, 1990). Congress may
punish misbehaving agencies by reducing their appropria-
tions, manipulating the structure and design of the organiza-
tion, or rewriting legislation.

4.8.1.3 Control by the Chief Executive

The President controls the bureaucracy through various
mechanisms. The president appoints all secretaries of depart-
ments as well as approximately 3000 other employees in the
executive branch. This appointment privilege gives the pres-
ident the opportunity to impose preferences on the agencies.
Another mechanism the president uses to control the bureau-
cracy is executive orders often referred to as “the power of the
pen” (Mayer, 2002). Executive orders are presidential direc-
tives to require or authorize some action within the executive



Bureaucracy and Bureaucrats 161

branch. They are legal means to modify or create laws while
circumventing Congress. Executive orders carry the full legal
authority of laws passed by Congress (Grubbs and Denhardt,
2003). Presidents have used executive orders to create agencies,
reorganize agencies, and abolish agencies. In 1939, President
Roosevelt used an executive order to establish the Executive
Office of the President. Most recently, in October 2001, Pres-
ident George W. Bush used an executive order to create the
Department of Homeland Security.

The president also uses budgetary authority to control
the bureaucracy. The Budget and Accounting Act of 1921 gives
the president the authority to propose the Budget. Before 1921
bureaus and departments submitted their own budgets directly
to Congress (Mikesell, 2003). The president may show disap-
proval with an agency by cutting its funding in the proposed
presidential budget. The president also uses the budget to
reward agencies that support the president’s priorities.

4.8.14 Control by the Judiciary

The courts also exercise formal control over the bureaucracy.
They routinely oversee and review the work of the bureaucracy.
The courts frequently hear cases dealing with alleged overstep-
ping of bureaucratic authority. Sometimes the courts overturn
bureaucratic decisions because they fail to give interested par-
ties adequate opportunity to comment on proposed rules.

The courts may even issue injunctions against agency
actions before they happen. When an agency’s action is in
violation of a law or constitution the courts frequently order
the agency to correct the problem. For example, the New Jersey
Supreme Court ordered the New Jersey Department of Edu-
cation to provide adequate funding to low-income school dis-
tricts because the department’s funding formula violated the
“thorough and efficient” clause in the state constitution (Abbot
v. Burke, 1994).

4.8.1.5 Control by Interest Groups

Interest groups do not have legal control over agencies; never-
theless, they have mechanisms that exert a certain degree of
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informal control over the bureaucracy. Interest groups scru-
tinize agencies very closely and frequently bring good and bad
news to the attention of Congress and the press. This fear of
negative publicity or the possibility of positive publicity helps
to keep the bureaucracy in check. Agencies rely on interest
groups to gather and share information that they will need
to formulate rules and to defend their programs when they
are threatened.

The Environmental Protection Agency, for example, uses
information gathered by the Sierra Club to defend expansion
or continuation of its programs. This dependency often leads
interest groups to put pressure on agencies to interpret policy
in ways that are favorable to them, often resulting in contra-
dictions (Helco, 1978). Interest groups also testify at hearings
on behalf of agencies, hold press conferences, undertake
advertising campaigns, solicit media support, and mobilize
grass-roots followers. The media also has the ability to expose
and publish information unfavorable to agency interests.

4.9 SUMMARY

In the purest sense of the word, bureaucracy refers to any
large complex organization. Although many citizens view the
bureaucracy as inefficient and wasteful, some organizational
theorists defend the bureaucratic model of organization for
its efficiency and emphasis on impartiality. The key charac-
teristics of the ideal bureaucracy are a well-defined vertical
hierarchy, division of labor and specialization, a clear set of
written rules, impersonal relationships, maintenance of for-
mal records, and professionalization.

Today, many bureaucracies fall short of the ideal, but many
of the characteristics are evident. Some of the reasons the
bureaucracy is so powerful are its enormous expertise, access
to information, ability to use discretion, political support, and
employment tenure. Notwithstanding the power of the bureau-
cracy, a variety of formal and informal mechanisms to control
its actions are in place. Formal controls include laws such as
the Administrative Procedure Act, Freedom of Information Act,
Privacy Act, Government in the Sunshine Act, and sunset laws.
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The chief executive, Congress, and the judiciary have
formal powers and a variety of tools for controlling the bureau-
cracy. The tools that Congress uses to control the bureaucracy
include legislative oversight, fragmentation of responsibili-
ties, budget appropriations, and confirmation of top bureau-
crats. The chief executive controls the bureaucracy through
appointments, executive orders, and budget allocations. The
courts use orders and injunctions to control the bureaucracy.
Interest groups and the mass media exert informal control
over the bureaucracy.
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5.1 INTRODUCTION

Public goods are both unique and fascinating because it is
virtually impossible to allocate a pure public good through
market mechanisms. For all other goods, markets have
emerged as the dominant means of allocation and distribu-
tion, and the current trend is toward even greater dependence
on markets to allocate goods. At the beginning of the third
millennium, markets have been almost universally embraced
as the most efficient way to allocate resources, and free mar-
kets have emerged as the prevalent world ideology. Even the
Chinese Communist Party, which once viewed itself as the
guardian of the purest from of Marxism, has replaced state
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allocation and planning with market mechanisms under the
rubric “market socialism.”

Only public goods have withstood the persistent trend
toward market allocation. Across time and across cultures,
public goods have been almost universally provided by gov-
ernments. Even Adam Smith, the founder of classical econom-
ics who first developed the argument in favor of free markets,
argued for the provision of public goods by government rather
than though markets. Smith maintained that the first two
primary functions of government are to provide two public
goods, national defense and a legal system, and he suggested
both should be paid for from the public treasury (Smith, {1776}
1991, p. 471).

The propensity of societies to provide public goods
through the public treasury is surprisingly consistent across
time. Dwight Waldo, one of the founders of public adminis-
tration, surveyed the history of government administration
from its very beginnings and identified the three core func-
tions carried out by even the earliest of governments: defense,
courts, and the inevitable tax system needed to pay for them
(Waldo, 1980, p. 38). Waldo also observed that, to this very
day, organizations are considered governments only to the
extent that they fulfill these same three functions. Public
goods, such as national defense, must be purchased through
the public treasury because they are inherently difficult to
supply through markets. Without public provision, such pub-
lic goods would be undersupplied, if they would be supplied
at all. Although markets are usually considered more efficient
than government, government is the most efficient way, and
often the only way, to deliver public goods. By providing public
goods, government becomes an important contributor to eco-
nomic efficiency and the public welfare.

The first part of this chapter will define public goods and
lay out the criteria that can be used to identify public goods
and to differentiate them from other types of goods. The sec-
ond part of the chapter will look at the purest public goods,
which are conveniently called pure public goods. The third
part of this chapter will discuss why the characteristics of
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these purest of public goods make it extremely difficult to
provide them through markets.

5.2 DEFINITION OF PUBLIC GOODS

The concept of public goods appears under several different
terms in academic literature, including pure public goods, col-
lective consumption goods, and social goods. Public goods,
however, is the most commonly used term.

5.2.1 Origins of the Terms

“Public” comes from the Latin term publicus, a word meaning
adult, which in our context conveys the idea of pertaining to
the people (Webster, 1942, p. 2005). The English word “public”
means belonging to a nation, state, or community at large
(Webster, 1942, p. 2005) or maintained by or used by the
people or community as a whole (Webster, 1995, p.895). The
opposite of public is “private,” which comes from the Latin
word privare, which means to deprive (Webster, 1942, p. 1969).
The English word “private,” in keeping with its Latin root,
means not available for public use, apart from the state, or
peculiar to an individual (Webster, 1995, p. 880). Thus the
word public conveys the idea that things that are public are
available to all.

“Good,” as an adjective, comes from the Anglo-Saxon
word god, which was pronounced with a long “o” like “goad”
and means pleasing or fitting (Webster, 1942, p. 1078). When
the word is used as a noun, it refers to commodities and
personal property (Webster, 1995, p. 480). The original mean-
ing of goodness in the adjective still influences its meaning
as a noun. For example, “goods” have sometimes been differ-
entiated from “bads” such as pollution (Musgrave, 1999b,
p- 41; Hyman, 2002, p. 136). Thus the word “good” has a
positive connotation and conveys the idea of a benefit. When
we put the words public and goods together, “public goods”
conveys the idea of benefits that are available to all people or
to the community as a whole.
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Caveat emptor. (Let the buyer beware.) The discussion
that follows will present what appears to be the emerging
consensus. Economists have yet to reach a consensus on all
the terms that will follow or the concepts that should be used
to differentiate them. The economic literature is much
younger than the English language. Economists have yet to
develop a common vocabulary; they sometimes coin their own
terms and create their own definitions. Economists occasion-
ally create confusion when they use different terms for the
same concept and even more confusion when different econ-
omists use the same term for different concepts. This chapter
will identify the most prevalent terms and the concepts
around which a consensus appears to be emerging. It will also
alert you to some of the alternative terms you may encounter
if you dig deeper into the economic literature.

The areas of greatest agreement in the literature on
public goods are the concept of public goods and its polar
opposite, private goods. Common examples of public goods
include national defense, lighthouses, and fireworks displays.
At the opposite end of the spectrum, examples of private goods
include a pair of socks, a can of soda, and a stick of gum.
When one ventures beyond the polar opposite categories of
public and private goods, the consensus is still emerging. So
the discussion of public goods and its polar opposite, private
goods, is the safest place to start.

“Public goods” is the most frequently used term for such
goods as national defense (Buchanen, 1967, p. 11; Rosen,
2002, p. 55; Hyman, 1990, p. 136; Holcombe, 1996, p. 96;
Gwartney and Stroup, 1997, p. 94; Stiglitz, 2000, p. 128; Bruce
2001, p. 56; Ulbrich, 2003, p. 67). Alternative terms are some-
times used interchangeably with “public goods”; one example
is “collective goods” (Buchanen, 1967, p. 14; Weimer and
Vining, 1999, p. 75). Some authors use different terms alto-
gether, such as “social goods” (Musgrave, 1986, p.41), to rep-
resent a very similar concept. The terms “collective goods”
and “social goods” have advantages in that they add conno-
tations of joint use and evoke images of goods that are used
simultaneously. Although each of these terms used to describe
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public goods evokes slightly different images, all convey the
same underlying idea of benefits that are available to the
community as a whole.

There are at least two definitions for public goods. The
first is loose, casual, and imprecise but immediately easy to
understand. The second is precise and abstract, and it
requires subsequent additional definitions to clarify. There-
fore, the casual definition is the best place to start.

5.2.2 Casual Definition of Public Goods

The casual definition is that public goods are those goods and
services that are provided through the public sector (Holcombe,
1996, p. 98; Heikkila, 2000, p. 103; Ulbrich, 2003, p. 67). Public
provision does not necessarily mean public production (Mus-
grave, 1986, p. 41). For example, private companies usually
produce fighter planes, but the planes are purchased with
public tax dollars.

This casual definition, while usually correct, is not
entirely accurate, as governments may also supply some pri-
vate goods to individuals (Buchanan, 1970, p. 30; Musgrave,
1999a, p. 68; Stiglitz, 2000, p. 136). An example of a publicly
provided private good is public housing. Despite the term
“public” in public housing, both the tenants and management
of those units are likely to consider each apartment as a private
living space set aside for personal use rather than a public
space open for use by the general public. It is also interesting
that when governments provide private goods, they often act
like private firms in that they charge for services (Buchanan,
1970, p. 30). Public housing charges each tenant rent, public
universities charge tuition to each student, and the postal
service charges postage for each letter. Therefore, while the
rule of thumb that governments must supply public goods is
almost always correct, the converse, that all goods provided
by governments are public goods, has more exceptions.

Another exception to the casual definition may arise in
those rare instances where a private entity may provide a
public good. This rarely occurs with a pure public good but
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may happen when a public good can be coupled with a private
good. For example, a private firm may sponsor a public fire-
works display. While a fireworks display is a common example
of a public good, it is a good that can be mixed with a heavy
dose of advertising, which is very much a private good. Thus
the fireworks become an impure example of a public good, for
which private entities may be willing to pay because of the
advertising value they receive from the event.

As superficial as it sounds to define public goods as those
provided by public sector, this casual definition does draw
attention to the difficulty of markets to provide public goods,
especially in their purest form. This difficulty is a consequence
of the public-ness of public goods. The abstract definition,
which follows, will identify the characteristics that make a
good public. These same characteristics will help us identify
critical differences between public and private goods, which
will help us explain why it is difficult to provide public goods
though markets.

5.2.3 Abstract Definition of Public Goods

The abstract definition is that “public goods” are goods and
services that are nonrival in consumption and are nonexclud-
able (Anderson, 2003 pp. 56—57; Bruce, 2001, p. 56; Holcombe,
1996, p. 108; Hyman, 2002, p. 134; Mikesell, 1995, p. 4;
Stiglitz, 2000, p. 128; Ulbrich, 2003, p. 67; Weimer and Vining,
1999, p. 74). Although this definition is precise, it also requires
definition of two key concepts, rivalry and excludability, before
it can be understood.

5.2.3.1 Rivalry

A good is “rival” in consumption when the act of one person
consuming it precludes another person from enjoying the
same good (Stiglitz, 2000, p. 128; Weimer and Vining, 1999,
p- 75). A pair of socks is an example of a rival good, because
when one person puts on a pair of socks, another person is
precluded from wearing them at the same time. “Nonrival”
goods, on the other hand, can be enjoyed simultaneously by
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many people (Bruce, 2001, p. 56; Hyman, 2002, p. 135; Mike-
sell, 1995, p. 3; Stiglitz, 2000, p. 128). Another way to envision
the concept of nonrivalry is the term “joint use” (Mikesell, 1995,
p- 4). For example, many people can simultaneously enjoy fire-
works. Our ability to enjoy a fireworks display is in no way
diminished when an additional person observes the fireworks.
Once you produce a nonrival good for one person, it is avail-
able for everyone. Public goods are nonrival in consumption.
The term “nonrival” is not universal. This same general
concept has also been labeled as “collective consumption” (Hol-
combe, 1996, p. 97), and “joint consumption” (Gwartney and
Stroup, 1997, p. 94). Although the terms collective consump-
tion and joint consumption are less common, they have the
advantage of evoking images of goods being enjoyed by a
group or a community. Despite the imagery evoked by these
less frequently used terms, for communication purposes it is
preferable to use the most commonly used term, “nonrival.”

5.23.2 Excludablity

A good is “excludable” when it is feasible to exclude individ-
uals from enjoying a good unless they pay for it (Stiglitz, 2000,
p. 128; Weimer and Vining, 1999, p. 75). A can of soft drink
is an example of an excludable good, as a vending machine
can easily prevent people who do not pay from obtaining the
soft drink. A good is “nonexcludable” when it is not feasible
to exclude those who do not pay (Bruce, 2001, p. 56). A fire-
works display is nonexcludable, as there is no feasible way to
exclude those who do not pay from seeing the fireworks. Public
goods are nonexcludable.

5.2.4 Public Goods Can Be Differentiated
from Alternative Categories

Public goods are those that are both nonrival and nonexclud-
able. The concepts of rivalry and excludability allow us not
only to define public goods but also to differentiate them from
other categories of goods. For simplicity, some economists
treat rivalry and excludability as dichotomous variables
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TaBLE 5.1 Taxonomy of Goods

Rival in Consumption

No Yes
Excludable
Toll goods Private goods
Examples: toll road, cable TV, Examples: chewing gum,
movie theater, college course can of soda, pair of stockings
Nonexcludable
Public goods Common goods
Examples: National defense, Examples: Fish in the sea,
lighthouse, fireworks display, common pastures, clean air,
radio waves clean water

(Mikesell, 1995, p. 4; Weimer and Vining, 1999, p. 80). A good
is either rival or nonrival, and it is either excludable or non-
excludable. These two dichotomous variables create four pos-
sible combinations, which are represented in Table 5.1 as a
simple taxonomy with four quadrants:

Public goods, which would appear in the southwest
quadrant, are both nonrival in consumption and nonexclud-
able (Bruce, 2001, p. 56; Mikesell, 1995, p. 4). Examples of
public goods include fireworks displays; lighthouses; national
defense (Buchanen, 1970, p. 25; Mikesell, 1995, p. 4); a system
of justice (Buchanen, 1970, p. 25; Mikesell, 1995, p. 4); mos-
quito control (Mikesell, 1995, p. 4); regulation, such as air
traffic control (Buchanen, 1970, p. 27); environmental protec-
tion (Buchanen, 1970, p. 26); and even radio signals (Holcombe,
1996, p. 97). Public goods may also be called “collective goods”
(Buchanen, 1970, p. 23). Such alternative terms may help
prevent us from overlooking the possibility of nongovernment
provision of such goods (Holcombe, 1996, p. 97). In each exam-
ple, these goods can be used by many individuals simulta-
neously or are collectively consumed. It is not feasible to
exclude those who do not pay from enjoying these goods, which
makes it extremely difficult for private producers of public
goods to get reimbursed for their costs.
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Private goods (northeast quadrant) are the polar oppo-
site of public goods, in that they are both rival in consumption
and excludable (Mikesell, 1995, p. 4; Weimer and Vining, 1999,
p- 81). Examples include food and clothing (Mikesell, 1995,
p- 4). A can of soft drink is a good example of a private good.
The can is rival in consumption, as when one individual
drinks from the can, that act usually precludes another person
from enjoying the same can of soft drink. A can of soda is also
excludable, as a soft drink machine can easily exclude people
who do not pay from obtaining a can. Most goods purchased in
markets are private goods (Bruce, 2001, p. 57). These goods are
ideally suited to markets, as excludability assures that pro-
ducers of these goods will get paid for their efforts, and rivalry
in consumption reduces the likelihood that consumers will try
to enjoy someone else’s goods rather than buying their own.

Common goods (southeast quadrant) are rival in con-
sumption but are not excludable. This term is not universal;
such goods are sometimes called common pool resources
(Mikesell, 1995, p. 4) or common resources (Mankiw, 1998,
p. 227). Examples include aquifers and petroleum reserves
(Mikesell, 1995, p. 4), the environment (Mankiw, 1998, p. 227),
and fish in the ocean (Mikesell, 1995, p. 4; Mankiw, 1998,
p- 227). These goods are large and accessible from many loca-
tions, which makes them nonexcludable. Common goods are
different than public goods, however, because they are rival
in consumption. For example, the fish in the ocean are rival in
consumption, as a fish caught by one person is not available
for use by any other person. The use of a common good by
one person may preclude another person from using it.

Toll goods (northwest quadrant) are those goods that
are nonrival in consumption but still excludable (Mikesell,
1995, p. 4; Weimer and Vining, 1999, p. 80). An alternative
term is natural monopolies (Mankiw, 1998, p. 227). Examples
of toll goods include turnpikes (Mikesell, 1995, p. 4; Mankiw,
1998, p. 227); toll bridges (Mikesell, 1995, p. 4); motion pic-
tures (Mikesell, 1995, p. 4); and cable television (Mankiw,
1998, p. 227). These goods are nonrival. For example, the
viewing of a cable television program by one person in no way
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detracts from the ability of millions of other persons, in homes
across the country, to enjoy the same program. These goods
are excludable, however. For example, the cable system can
deny programs to those who do not pay. The excludability
creates an incentive for viewers to pay for cable television.
Those payments, in turn, allow providers of cable programs
to get paid for their labor.

The strength of theory is that it simplifies the real world
to its essential elements, but the weakness is that in simpli-
fying it makes assumptions that are not completely true
(Solow, 1956). The simple taxonomy, as a graphical represen-
tation of theory, is a good example of those advantages and
limitations. The strength of this simple taxonomy of goods is
that it allows us to identify public goods and to differentiate
public goods from goods in three other categories. The weak-
ness of this simple taxonomy is that the clean, discrete lines
between rival and nonrival and the neatest demarcation
between excludable and nonexcludable, which exist in theory,
are hard to find in the real world. Many goods would straddle
the boundaries between categories.

5.3 PURE PUBLIC GOODS

Pure public goods are a rare anomaly in a world in which
most goods are either partially rival or partially excludable.
Pure public goods are those goods and services “for which
there is no rivalry in consumption and for which exclusion is
impossible” (Stiglitz, 2000, p. 128). Public goods in which the
characteristic of nonrivalry or nonexcludability is compro-
mised to some degree are called impure public goods. The pure
examples of public goods are helpful to allow us to clearly
envision the dynamics of providing public goods.

5.3.1 Degrees of Rivalry and Excludability

The simple taxonomy of goods oversimplifies when it treats
rivalry and excludability as dichotomous yes/no alternatives.
Rivalry and excludability are rarely absolute but are usually
a matter of degree (Holcombe, 1996, p. 100; Ulbrich, 2003, p. 71).
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Figure 5.1 Revised taxonomy of goods with degrees of rivalry and
excludability.

Some economists (Holcombe, 1996, p. 110; Stiglitz, 2000, p.
133; Hyman, 2002, p. 143) visualize characteristics such as
rivalry and excludability as continua, with varying degrees.
If rivalry and excludability are on continua, the taxonomy of
goods would be replaced by a two-dimensional graph (see
Figure 5.1), which can accommodate varying degrees of
rivalry and excludability.

53.1.1 Degrees of Rivalry

In the real world, few goods are either totally rival or totally
nonrival. Most goods stand somewhere between those two
extremes. At the nonrival end of the continuum is national
defense. National defense is totally nonrival for all citizens,
as each citizen receives the entire benefit of national defense,
regardless of the number of citizens. As a consequence, there
is no additional cost in delivering the exact same level of
protection to an additional citizen. On the opposite end of the
continuum are goods that are totally rival. A hat is totally
rival as it can only be worn by one person at a time. As a
consequence, there is an additional cost to providing a hat to
each additional person.
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A vast middle ground lies between the two extremes. This
middle ground arises because of externalities. Externalities
arise whenever an action of one person imposes costs or con-
fers benefits on another person. Positive externalities occur
when one person’s actions confers benefits on another person.
Negative externalities occur when one person’s act imposes
costs upon another person.

A public roadway is in large part public, so one might
assume it is nonrival. A road approximates a purely nonrival
good at three o’clock in the morning, when no other cars are
on the road. Late-night traffic is so scarce in some cities that
the normal progression of green, yellow, and red traffic lights
gives way to blinking red and yellow lights. Yet later in the
morning, rivalry will appear as additional cars enter the road-
ways. A road is fundamentally different than a totally non-
rival good like national defense. With a pure public good such
as national defense, all citizens share an identical position
under a nuclear umbrella. With an impure public good such
as a road, a certain degree of rivalry prevents people from
sharing the exact same position. Two automobiles cannot
share the same space on the roadway, and any attempt to
violate this principle will result in a traffic accident.

During rush hour, the rivalry of roads escalates to a new
level. Each additional car slows travel on the road, increasing
travel times and imposing costs on other drivers. Thus the
road, while still nonexcludable, becomes more rival in con-
sumption as additional cars clog the road. In rare instances,
a road may become totally impassable, a condition that
approaches complete rivalry. During rush hour, most drivers
will find the streets are somewhat, but not totally, rival in
consumption.

Externalities can also modify the rivalry of goods that
are theoretically rival. For example, a dose of vaccine for a
contagious disease is rival in that only one person can receive
it. If only one person was vaccinated, the recipient of the
vaccine would enjoy all the benefit of the inoculation. If, how-
ever, a significant portion of the population were vaccinated,
other individuals who were not vaccinated would also enjoy
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a benefit in the form of a reduced risk of exposure to a con-
tagious disease. If all people were vaccinated, it might be
possible to eradicate the disease altogether. For example, an
international smallpox vaccination program virtually wiped
out that disease (Stiglitz, 2000, p. 131). In this instance, not
only did each recipient receive a private good of immunity
from the disease, but all future generations also received a
public good of the eradication of the disease.

While a few purely rival or purely nonrival goods may
exist, most goods exert at least some externalities that make
them neither purely rival nor purely nonrival. In the real world,
most goods gravitate toward the middle of the continuum.

5.3.1.2 Degrees of Excludability

Like rivalry, excludability is rarely absolute. A few totally
excludable and nonexcludable goods still exist at the far ends
of the continuum. A rare example of a totally nonexcludable
good is national defense, as it is not feasible to defend citizens
who pay for the service without also defending those who did
not pay. A can of soda, on the other hand, is an example of a
good that is easily made excludable by putting it in a soft
drink machine.

Many goods fall in the middle ground between exclud-
ability and nonexcludability. City streets may be nonexclud-
able, as there is a driveway from virtually every city lot onto
the street. It is not feasible to post a toll-taker at every
driveway. The cost of collecting the toll would exceed the
revenue that would be collected, so the city would be better
off to not attempt to collect a toll. On freeways, however, the
entrance and exit points are often miles apart, making it
much more feasible to charge tolls at those points and to deny
entrance to those who do not pay. Toll roads, on the excludable
end of the continuum, show that some highways can be
designed to make the collection of tolls efficient.

When one contemplates both the rivalry and excludabil-
ity of public roads (see Figure 5.2), it is clear that public roads
occupy not a single point on the two-dimensional continuum
but a far-reaching curve that stretches almost from one corner
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Figure 5.2 Roads on two-dimensional continuum of rivalry and
excludability.

of the graph to the opposite corner. These characteristics are
transitory and not immutable. For example, excludability can
change with technology. Adam Smith thought it would be fea-
sible to charge tolls to horses and wagons using public roads
and bridges. The automobile increased speeds of travel and
made toll collection a greater source of disruption and conges-
tion to the traffic flow. Future technology may make it possible
to electronically charge tolls to passing cars without necessi-
tating a stop at the tollbooth similar to the passes used on the
east coast. In the future it may become feasible to charge tolls
on all types of roads, including city streets. Toll taking may
even reduce congestion by encouraging motorists to travel
during off-peak hours, when lower tolls would be charged.

5.3.2 Differentiating Pure Public Goods
from Alternative Categories

Over time, economists have looked more intensely at the task
of differentiating goods and have made even finer distinctions.
The vast gray area between pure public goods and pure pri-
vate goods has grown in size and importance (see Figure 5.3).
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Figure 5.3 Two-dimensional continuum of rivalry and excludability.

In the southwest corner of the continuum lie pure public
goods, with rivalry and excludability of zero percent. In the
northeast corner lie pure private goods, with 100 percent
rivalry and excludability. No goods or services completely
meet the polar definitions (Buchanan, 1999, p. 48). Pure
examples of public goods rarely, if ever, occur in the real world
(Musgrave, 1986, p. 49; Rosen, 2002, p. 57). At the other end
of the continuum, very few pure private goods exist that are
totally excludable and have no externalities. Outside of pure
public goods and pure private goods, whose position on the
two-dimensional continuum is clear, economists may place
other goods in slightly different places. Economists sometimes
even use slightly different terms and criteria to differentiate
between categories in the vast intermediate area. The terms
pure public good, and its opposite pure private good, have
become fairly common, so a discussion of these two pure types
is a logical place to start.

5.3.2.1 Pure Public Goods

The term “pure public good” is used far less frequently than
the term “public good.” Pure public goods are those goods that
are completely nonrival and completely nonexcludable
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(Stiglitz, 2000, p. 128; Bruce, 2001, p. 57). As a consequence
of complete nonrivalry, there is no additional cost to adding
an additional user. (Bruce, 2001, p. 57; Stiglitz, 2000, p. 132).
No cost, to an economist, not only implies that there would
be no additional cost to the new user but also no costs imposed
upon the existing users. Likewise, for a completely nonexclud-
able good, it would be impossible to exclude a nonpaying
customer at any cost (Bruce, 2001, p. 57; Stiglitz, 2000, p. 132).

The actual existence of pure public goods appears still
open to debate, with some suggesting pure public goods exist
only in theory. National defense is probably the closest
approximation of a pure public good (Buchanan, 1999, p. 48).
Very few goods, with the possible exception of national
defense, are completely nonrival (Buchanan, 1967, p. 18; Mus-
grave, 1986, p. 49; Stiglitz, 2000, p. 132). Over time, technol-
ogy has made it possible to exclude nonpaying individuals
from using goods once considered nonexcludable. For years,
a lighthouse has been a classic example of a non-excludable
good. However, it may become technologically feasible to
exclude those who do not pay from the benefits of a lighthouse.
If ships on the horizon can be identified, the lighthouse could
remain on for ships that have paid but turned off for ships
that have not paid. Such complex systems might, however,
break down in whenever a paying and a nonpaying ship both
appeared on the horizon simultaneously.

Other economists have relaxed the assumption of impos-
sibility of exclusion for pure public goods. Nonexcludability is
rarely a question of impossibility but one of feasibility. Trans-
action costs include those of contacting users of a good and
the costs of excluding those who do not pay. If the potential
payment is greater than the transaction cost, there is an
incentive to make the effort to exclude (Ulrich, 2003, p. 68).
The converse would also be true; if the cost of exclusion
exceeds the potential payment, it is not economically feasible
to exclude. Some economists consider a good nonexcludable
enough to be a pure public good if the cost of exclusion is too
high (Hyman, 2002, p. 142).

While pure public goods by definition are nonexcludable
geography can place practical limits on nonexcludability. Pure
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public goods are therefore sometimes divided into groups
according to their geographical coverage. International public
goods serve all people worldwide, so they are nonexcludable
in theory and in practice. National public goods serve all
people within a nation, so although no one is excluded for not
paying, some may be practically excluded by geography. Local
public goods serve all the people in a locality at the time, so
while there is no exclusion for not paying, a person can prac-
tically enjoy the local public goods in only one location at a
time.

5.3.2.1.1 International Public Goods

The pure public goods with the most universal geographical
coverage are international public goods, as no inhabitant of
this planet is excluded. International public goods include
international security, knowledge, the environment, and eco-
nomic stability (Stiglitz, 2000, p. 734). Knowledge is perhaps
the most nonrival of goods, as it is disseminated throughout
the entire world. Millions of people simultaneously use inno-
vations, such as fire, the wheel, or double-entry bookkeeping.
Such knowledge is also nonexcludable, as people use this
knowledge without paying for the privilege. In this way knowl-
edge is probably the purest example of a pure public good.
International public goods automatically benefit all people,
anywhere on earth, without price.

5.3.2.1.2 National Public Goods

National public goods are pure public goods that are nonex-
cludable, but only within a nation’s borders. National public
goods include national defense, a legal system, and sometimes
even efficient government (Stiglitz, 2000, p. 149). These goods
are nonrival and nonexcludable for those within a country.
When I am in the United States, I benefit from U.S. national
defense, but if I travel to Russia, I temporarily enjoy the
benefits of Russian defense spending. These benefits are non-
excludable, but I can only enjoy one county’s defense spending
at a time. There may even be some positive spillovers that
may extend the benefits of national public goods beyond
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national borders. For example, nonnuclear countries such as
Japan benefited for years from the U.S. nuclear umbrella,
although they did not contribute to U.S. defense spending. Yet
sometimes the benefits of national public goods are less uni-
versal than those of international public goods. For example,
defense spending of one country, such as North Korea, may
not benefit inhabitants of other countries and may actually
make inhabitants of other countries feel less secure. National
public goods automatically benefit all people inside a nation,
without price.

5.3.2.1.3 Local Public Goods

Local public goods are pure public goods as they are nonrival
and no one is excluded for not paying. But their benefit is
limited to a small geographical area. For example, an open-
air concert is a pure public good, but its music can extend at
most a couple of hundred yards from the stage. Many of the
best classical examples of public goods, such as lighthouses
and fireworks, are nonexcludable because we do not have to
pay to enjoy them, but to enjoy these goods we will have to
travel to them. Transportation costs often make it economi-
cally irrational for us to enjoy the benefits of local public goods
in distant places. Local public goods are available to all people
without price, but people have to come to the good to enjoy it.

International, national, and local public goods are pure
public goods, as it is infeasible to exclude nonpayers. Geogra-
phy may create practical limitations on our ability to take
advantage of these goods. The limited geographical benefit
area of national public goods does not prevent economists
from using national defense as the most commonly cited
example of a pure public good. Other classical examples of
goods that are completely nonrival and completely nonexclud-
able, such as lighthouses and fireworks displays, are local
public goods. So local public goods are theoretically pure pub-
lic goods because they are totally nonrival and nonexcludable,
despite the practical travel costs some people may incur in
coming to use them.
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5.3.2.2  Pure Private Goods

At the opposite end of the continuum we find pure private
goods, which are completely rival in consumption and for
which it is easy to exclude people who do not pay (Bruce, 2001,
p. 57). Examples of pure private goods include a stick of
chewing gum, a can of soda, a pair of socks, and an earring.
Each of these products is rival in consumption, as it can be
used by only one person at a time, and each is excludable, as
one must pay to enjoy these goods, either at a vending
machine or a store. Pure private goods are available only to
those who pay the price.

Most economists would also maintain that a pure private
good would also have no externalities. An externality occurs
when a transaction between two parties imposes a cost or
confers a benefit on a third party. For example, there are no
visible externalities in a person’s decision to purchase socks
or an earring, because one person’s decision to wear socks or
an earring imposes no costs and bestows no benefits on other
people.

Any externality would violate the rivalry or excludability
of a private good. A positive externality violates the assump-
tion of complete rivalry, as some can enjoy without paying. A
negative externality violates assumption of complete nonex-
cludability, as someone can enjoy the goods without paying
all the costs. The opposite of private goods, public goods, may
be viewed as an extreme case of externalities (Stiglitz, 2000,
p. 136).

5.3.23  Impure Public Goods

Impure goods occupy the vast area between pure public goods
and pure private goods. There are both impure public and
impure private goods. The concept of impure public goods is
more common, so it is a logical place to start.

Economists have proposed several alternative categories
for less-than-pure public goods, not all of which are compatible
with each other. Alternatives include “impure public goods”
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(Rosen, 2002, p. 56; Stiglitz, 2000, p. 132) “near public
goods” (Gwartney and Stroup, 1997, p. 777), “mixed public
goods” (Bruce, 2001, p. 68) and mixed cases (Musgrave, 1986,
p- 49). Each of these less-than-pure public goods violates, to
some degree, the assumptions that public goods are non-
excludable or nonrival. Different types of impure public goods
include excludable public goods, congestible public goods, and
mixed public goods.

5.3.2.3.1 Excludable Public Goods

An excludable public good is a public good that can be made
excludable (Bruce, 2001, p. 68; Hyman 1002, p. 141). A tele-
vision broadcast signal is a local public good, as it is nonrival
and nonexcludable, at least for televisions within about
50 miles of the television transmitter. But that same program
can be made excludable by putting the program on cable
(Bruce 2001, p. 69). Excludable public goods resemble the toll
good category from the simple taxonomy of goods in that both
are nonrival but excludable and occupy the corresponding
northeast area on the two-dimensional continuum.

One interesting example of an excludable public good is
club goods. Club goods are non-rival goods that are made
available to members only. Some club goods, such as swim-
ming pools maintained by a homeowners association for its
members, country clubs (Holcombe 1996, p. 122) or gated
communities (Rosen, 2002, p. 475) appear very private. Club
goods share some characteristics with public goods, however,
as they can be enjoyed jointly by many people, and they are
large and require a large number of people to support them.

Some club goods look deceptively like local public goods,
and even use the word public or the name of the locality in
their name. Some city beaches require a local resident sticker
to park in the parking area (Ulbrich, 2003, p. 76). Local public
schools almost invariably require residency in the locality.
Such residency requirements ensure that use of the school is
reserved only for community members. Residency requirements
exclude people who have not paid the property tax, either
directly as homeowners or indirectly as tenants of landlords
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who pay property taxes. The distinguishing characteristic
between local public goods and club goods is that local public
goods are open to anyone who wants to enjoy them, whereas
a conscious effort is made to limit access to club goods to
members who pay to support the project. A quick rule of
thumb to distinguish club goods from local public goods is
that local public goods are available to all, even tourists. Club
goods, however, are available only to members.

5.3.23.2 Congestible Public Goods

Congestion violates the assumption that public goods are non-
rival in consumption. A congestible public good is a public
good that is nonrival under moderate use but becomes con-
gested under heavy use (Ulbrich, 2003, p. 77). With conges-
tion, each additional user imposes costs on the other users
(Weimer and Vining, 1999, p. 80; Hyman 2002, p. 139; Bruce,
2001, p. 70). Congested public goods are sometimes also called
ambient public goods (Weimer and Vining, 1999, p. 84). A
highway is a good example of a congestible public good. Dur-
ing nonpeak hours it resembles a public good, but it may
become congested during rush hour.

5.3.2.3.3 Mixed Public Goods

Public goods can also be mixed with other types of goods,
resulting in an impure good. A common example is mixing
radio programs and radio commercials. Radio programs are
public goods, as they are nonrival and nonexcludable. From
the radio listener’s perspective, radio programs are nonrival,
as any number of people can listen without interfering with
existing listeners. They are also nonexcludable, as anyone
with a radio can tune in for free. Radio commercials are clearly
private goods as they are both rival and excludable. Radio
ads are rival, from the perspective of advertisers. Two radio
spots cannot occupy the same time slot. They are also exclud-
able, as a station will not air an ad unless the advertiser pays
for the time. A mixed good is created by coupling a good that
is private for advertisers with a good that is public to radio
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listeners. Advertisers, by purchasing the airtime, indirectly
pay for a public good, radio programming.

5.3.24 Impure Private Goods

This category is the least commonly used. Some economists
(Hyman, 2002, p. 141) consider goods that are neither pure
public nor pure private as impure public goods. But impure
private goods have more similarities to pure private goods.
Pure private goods are both totally rival in consumption and
totally excludable. A private good becomes impure when either
of these two characteristics is compromised.

5.3.2.4.1 Private Goods with Externalities

Externalities occur whenever a transaction by two parties
either imposes costs or confers benefits on a third party who
is not a participant in the original transaction. In the case of
a positive externality, the leakage of benefits to a third party
violates the complete rivalry assumption of a pure private
good.

In the case of a negative externality, a cost is imposed
on a third party, who is not a party to the original transaction.
Thus the parties to the transaction do not pay the full cost,
violating the complete excludability assumption of pure
private goods. Negative externalities are a justification for
government intervention, either to control the negative
impact of the externality on injured parties or to compensate
them for their injuries. Therefore a transaction with exter-
nalities is no longer purely private.

5.3.2.4.2 Mixed Private Goods

Mixed private goods are similar to mixed public goods, except
they start out as private goods. They may differ from private
goods with externalities when the externality is an intended
part of the good. For example, the international campaign to
eradicate smallpox consisted of many individual vaccinations,
which are private goods as each vaccine dose is rival and
excludable. But an important outcome of universal vaccination
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was the eradication of the disease (Stiglitz, 2000), which is a
public good as it is nonrival and nonexcludable.

One can see the progression from a pure private good, to
a private good with externalities, to a mixed private good,
among different types of vaccinations. A vaccination for a non-
contagious disease, such as tetanus, is a pure private good. It
is rival in consumption, as each customer requires one dose.
It is excludable, as it is feasible to exclude people who do not
pay by refusing to administer the vaccination. There are no
benefits to parties not receiving the vaccine. A tetanus shot
is, therefore, a pure private good.

A vaccination for a contagious disease is still a private
good, but it has externalities for people not receiving the
vaccine, in the reduced incidence of the disease, reduced expo-
sure to the disease, and reduced risk of contracting the dis-
ease. A flu shot would have a small externality, as the flu is
a common ailment to which third parties will probably still
be exposed, and the consequences of exposure are usually not
serious. Therefore, use of a flu vaccine is left to the discretion
of individuals.

The eradication of smallpox, while accomplished with
rival and excludable individual vaccinations, is a mixed good,
for which the public good is an integral part. Most of the benefit
comes to subsequent generations, the members of which have
not been vaccinated. The administration of the vaccine was
therefore not left to individual discretion, which instead was
subsidized and universally administered worldwide.

5.3.2.4.3 Publicly Provided Private Goods

In rare cases governments provide goods that are essentially
private goods to their citizens (Stiglitz, 2000, p. 136). Housing
is an example. Housing is a very private and in most cases a
pure private good. It is rival in consumption, as the enjoyment
a tenant would receive from his or her apartment would be
greatly diminished if members of the general public appeared
in the living room, kitchen, bedroom, or bath. Housing is also
excludable. The doors have locks, and people do not receive
keys to those locks unless they pay rent. So while housing is
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clearly a private good, some communities provide public hous-
ing with subsidized rents to those who cannot otherwise afford
housing. Public involvement in a private good such as housing
is done under the premise that the public also derives some
value or utility from knowing the least fortunate of its citizens
have the basic necessities. An alternative way to meet the
same need is for government to subsidize the rent to privately-
owned housing to those who otherwise could not afford roofs
over their heads.

As we see, the impure goods are impure because they
have characteristics of more than one type of good. Some of
these impure goods may resemble more than one type of
impure good. We differentiate pure public goods from these
impure categories so we can use the pure examples when
thinking about the challenges of providing public goods in a
market economy.

5.4 THE CHALLENGE OF PROVIDING
PUBLIC GOODS

Although public goods are needed in market economies, the
provision of those public goods presents difficult challenges
to those markets. Markets are very efficient at producing
private goods because such goods are both rival in consump-
tion and excludable. Markets face enormous difficulties allo-
cating resources to the production of public goods because
public goods lack both these qualities. One way to understand
the difficulty markets face in producing pure public goods is
to identify the mechanisms that allow the market to effectively
produce pure private goods and to identify how differences
between pure private and pure public goods short-circuit
those market mechanisms.

5.4.1 Markets Use Rivalry and Excludability
to Allocate Goods

Rivalry and excludability are critical for market provision of
goods for several reasons. Rivalry allows producers to accu-
rately gauge demand for their products, and excludability
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allows producers to get paid for their goods. These features,
along with the assumption of rational self-interest, cause the
efficient and possibly even the optimal allocation of existing
resources.

Adam Smith, in his classic book The Wealth of Nations
(1776), suggests that markets act as an invisible hand to
coordinate the actions of individuals, each voluntarily acting
in his or her own self-interest, to serve the common good. Yet
we do not rely on the benevolence of the butcher or the baker
to provide food for our tables, but on their self-interest (Smith,
1991, p. 20). A baker, wanting to earn his own living, will
bake the goods that people want.

5.4.1.1 Rivalry Causes Customers
to Reveal Preferences

Each individual has little choice but to reveal his or her own
preferences when purchasing rival goods. Bread is a good
example of a good that is rival in consumption. A slice of bread
eaten by one person is not available for enjoyment by any
other person. Nor can one person vicariously enjoy the taste
of bread eaten by another. Therefore, each individual faces
incentives to make his or her preferences transparent by
buying the kind of bread he or she really likes. The baker,
looking out for his or her own self-interest, in turn has an
incentive to bake the kind of bread the customers want. Thus
the baker shifts resources from the production of breads that
do not sell well to the production of breads that customers
want.

5.4.1.2  Excludability Allows Providers
of Goods to Earn a Living

Excludability removes the opportunity for consumers to use
goods without paying. The incentives to customers to pay, or
risk going without, makes it possible for the producers of
excludable goods to recover their costs and be paid for their
efforts. If bakers were not paid, they could not afford to buy
wheat, yeast, and other ingredients to make bread. They
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would also not be able to afford to devote so much time to
bread baking because they must support their families. While
a baker may have chosen that profession due to the love of
baking, it is rational self-interest and the reasonable expec-
tation of being paid for baked goods that keep him or her at
the oven. If not for the excludability, the production of bread
would soon cease.

5.4.1.3 Market Mechanisms Improve Welfare

Adam Smith suggested that markets act as an invisible hand
to guide people to voluntarily cooperate. Rational self-interest
creates an incentive to serve the needs of others.

54.1.3.1 People Make Only Those Trades
That Make Them Better Off

Because market transactions are voluntary and people act
out of rational self interest, they will make those trades they
believe will make them better off.

5.4.1.3.2 People Trade Until They Reach
Pareto Efficiency

People have an incentive to continue trading until there are
no more possible trades that make them better off. Economists
generally assume individuals are rational economic actors
who try to maximize their well-being, or utility, by making
trades in markets. Trades in the free market are voluntary,
so individuals also avoid trades that reduce their welfare. In
theory, individuals will continue to trade until no more trades
that will make them better off exist. When all mutually ben-
eficial trades are completed, a free market will reach Pareto
efficiency. Pareto efficiency is an ideal distribution of resources
in a market economy and is reached when no remaining
trades remain which would make anyone better off, without
making at least one person worse off (Due and Friedlander,
1973, p. 2). Markets effectively coordinate the voluntary activ-
ities of free individuals to increase total welfare.
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5.4.1.4 Price Incentives Efficiently
Allocate Resources

Markets and the price mechanisms of supply and demand
tend to serve several important functions in efficiently allo-
cating goods. Among these are allocating goods to those who
want them most, driving prices to their lowest sustainable
level, and preventing the over- or undersupply of goods.

5.4.1.4.1 Prices Allocate Goods to Those
Who Want Them Most

Markets place goods in the hands of the people who most want
them. If one person highly values a good and is willing to pay
the market price, that individual is free to purchase the good.
On the other hand, if another person places a lower value on
the same good than the market price, that individual is not
compelled to buy it. Thus markets place goods in the hands
of those who value them most. Individuals, in an effort to
maximize utility, make those purchases that most increase
their utility, at the lowest cost.

54.14.2  Competition Limits Prices

Individuals, in their role as producers, seek to increase their
own income by producing those products that people want.
Competition by other potential producers limits prices to their
natural price. The natural price is the average price of a good
sold in competitive markets, the lowest price at which pro-
ducers can afford to sell the good for a long time, and the level
to which prices will settle in the long run (Smith, 1991, p.
59). If the price becomes too high, competitors, seeking to
maximize their own welfare, will begin producing the same
product, and the increase in supply will drive prices down.

5.4.1.4.3 Prices Prevent Overallocation or
Underallocation of Resources

The prices producers receive help allocate resources to where
they are needed most. Prices fluctuate to prevent over- or
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underallocation of resources to the production of traded goods.
For example, if more bread is produced than people want, it
cannot all be sold at the natural price. To sell all the bread
before it spoils, the price will have to be reduced. As prices
fall, the reduced price will encourage producers to avoid tak-
ing a loss on producing bread by shifting their resources to
the production of alternative goods that are needed more and
that will allow them to recover their full costs (Smith, 1991,
p. 60). If, however, there is less bread than people desire, some
customers will be temporarily willing to pay more than the
natural price. Producers, motivated by self-interest, will shift
resources to the production of bread. As a result, the supply
of bread, and its natural price, will be restored.

5.4.2 Difficulties Providing Public Goods
through Markets

Since pure public goods and pure private goods are polar
opposites, the reasons that markets are so effective at provid-
ing private goods are the same reasons they are ineffective
at providing public goods.

5.4.2.1 Nonrivalry Creates Incentives
for Individuals to Hide Their
True Preferences

People can enjoy a nonrival good produced for their neighbors.
Therefore, a person may have an incentive not to voice his or
her true appreciation for nonrival goods funded by voluntary
donations, such as music in the park, in order to avoid being
asked to contribute. Therefore, the demand for public goods
may be hidden, and voluntary market organizations may
decide not to attempt to offer public goods they perceive as
unwanted.

5.4.2.2  Nonexcludability Creates Incentives
Not to Contribute to Public Goods

The characteristic that public goods are nonexcludable allows
people to enjoy them without paying. This creates a perverse
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incentive to become a free rider. A free rider is an individual
who enjoys a good without paying.

5.4.22.1 Free Rider as a Flaw
in Human Nature

The free rider phenomenon may be seen as a flaw in human
nature. David Hume, in his Treatise on Human Nature,
observed the free rider phenomenon in the early 1700s. He
observed that two neighbors might drain a meadow they hold
in common because they perceive their failure to participate
would result in the cancellation of the whole project. But it
is impossible to get a large number of people to participate
in a similar project, as each seek pretext to save themselves
the trouble and expense and would rather lay the burden on
others (Hume {1739} 2000, p. 345; Musgrave 1999b, p. 38—-39).

5.4.2.2.2 Free Riders as Rational
Utility Maximizers

Being a free rider is also consistent with the economist’s
picture of rational economic man as a utility-maximizing indi-
vidual. It is in the individual’s best interest to look for the
combination of public and private goods that will maximize
his or her welfare. Since each dollar an individual spends on
public goods is one less dollar available for private goods,
there is a disincentive to contribute one’s fair share to public
goods. Consider the simplified example of an economy in
which there are only two goods: food and defense. Food is a
private good, and defense, a public good. Individuals have two
options, to spend a majority of their income on food or to spend
a majority on defense. If an individual contributed most of
his or her income to the public good, national defense, that
person’s family would experience a noticeable reduction in
their diet but an imperceptible improvement in the level of
national defense. However, if the same individual spent a
majority of his or her income on food, higher food spending
would make a noticeable improvement in the family’s diet but
only an imperceptible reduction in national security. On the
individual level, it would appear rational to contribute less



198 Trogen

than one’s fair share to national defense. Each individual thus
faces a temptation to become a free rider and rely on the
contributions of others for public goods such as national
defense. On the collective level, millions of individuals choos-
ing to be free riders would lead to a serious underprovision
of public goods.

5.4.2.2.3 Free Riders Prevent Pareto
Efficiency, as Public Goods
Are Underprovided

Pareto efficiency is not reached with the voluntary funding of
public goods because public goods would be underfunded, if
they were provided at all. Society as a whole would be better
off by trading some of its private goods for a greater level of
public goods, but no individual has the incentive to do so.
There is nothing any one individual can do, acting individu-
ally in a market, to overcome the structural incentive to all
other citizens to be free riders. Therefore, attempts to provide
pure public goods through market mechanisms are doomed
to failure by structural problems caused by the nonrivalry
and nonexcludability of pure public goods.

5.4.2.3 Alternatives for Provision
of Public Goods

5.4.2.3.1 Voluntary Provision

One alternative way to provide public goods is to rely on
voluntary provision and tolerate the underprovision of public
goods. Underprovision would be more tolerable for nonessen-
tial services than for essential core functions. It would also
be easier to get donations for impure public goods than pure
public goods. Nonprofit organizations often solicit donations
to provide public goods. One example is public television.
Public television is provided whether or not all individuals
contribute. But public television also demonstrates the weak-
nesses of voluntary provision. The time and effort devoted to
pledge drives and the interruption of regular programming
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illustrate the high transaction costs required to prompt people
to voluntarily contribute to a public good. Furthermore,
pledge drives alone are insufficient to cover the cost of pro-
gramming. Corporate donors also sponsor programs, not in
exchange for commercials exactly like those seen on commer-
cial television, but for a spot in which the company name and
an announcement of what good or service they produce, is
tastefully presented. Voluntary provision carries the risk of
underprovision or no provision in some areas.

5.4.23.2 Mixing Goods

The attempt at voluntary provision may mutate, as in the
previous example, to the provision of mixed goods. Radio sig-
nals are a public good, as they are nonexcludable and nonri-
val. Radio stations became commercially viable after 1922
when a New York radio station, WEAF, allowed a company to
tell about its real estate in exchange for money. Thus a private
good, a commercial, is mixed with a public good, radio pro-
gramming, to create a commercially viable mixed good.

This causes some reduction in the public good. The radio
signal is no longer a pure public good from the perspective of
the radio listener. The broadcast is no longer totally free, as
the radio listener pays for the broadcast with time, through
interruptions in the normal programming during which lis-
teners are exposed to commercial announcements. In a similar
way, free Web sites become mixed goods when combined with
advertising, sometimes in the form of annoying pop-up ads,
which interfere with the user’s use of the site.

5.4.23.3 User Fees

A more transparent way to collect fees is to, whenever possi-
ble, use a user fee. If the potential payment is greater than
the transaction cost, it is reasonable to make the effort to
exclude (Ulbrich, 2003, p. 68). Some nearly pure public goods,
such as fire protection, are provided with fees.

5.4.2.3.3.1 User Fees and Pure Public Goods. Fire protec-
tion is a nearly pure public good, as it is nearly completely
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nonrival, as the same department protects all the community.
Only in the rare instance that there is more than one fire
would rivalry arise, as the number of trucks at one fire could
reduce the number available at another. The service is to some
degree nonexcludable, as one downtown building cannot burn
to the ground without endangering all those around it. Fees
may be collected from residents for fire protection by selling
fire numbers resembling license plates for citizens to visibly
display on their property. Fees can also be charged for the
costs of putting out a fire after the fire is extinguished.

The use of fees can also result in the underprovision of
public goods because the user fee will exceed the marginal
cost, which is zero for a pure public good, and near zero for
a near public good. In economic theory, the most efficient level
of production is when marginal revenue equals marginal cost.
The mismatch between the price and the cost suggests eco-
nomic inefficiency.

An example can help illustrate why it might be Pareto
inefficient to charge more than marginal cost. Again we will
use the example of fire protection. The fixed costs in creating
the capacity to respond to a fire, such as building a fire station
and purchasing fire trucks and equipment, are very high. The
additional cost to respond to a fire alarm is comparatively
small. The marginal cost of protecting one more home is zero
or close to zero. Most years there will no fire calls to that
house. Even in those rare years that a fire truck responds to
an alarm, the truck would probably drive to the site in
response to a call before the fire department can determine
whether the homeowner has purchased a fire number. If build-
ings are close together, the department may need to put out
the fire to protect neighboring buildings, whether or not the
owner has paid (Stiglitz 2000, p. 131). Thus the marginal cost
of protecting one more building if not zero, is near zero.

Charging a price for a good that is nonrival prevents
some people from enjoying the good, even though the good
may have no marginal cost (Stiglitz, 2000, p. 129). When a
citizen forgoes fire protection, the total utility in the commu-
nity is diminished. If many citizens forgo fire protection, the
high fixed costs are spread over fewer citizens, driving unit
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costs for those who do purchase fire protection much higher.
Therefore, the mismatch between the price and the marginal
cost will increase, and even more citizens will be tempted to
forgo fire protection. Imagine if it cost $100,000 to protect the
half of the town that paid for fire protection and $101,000 to
protect the entire town. The remaining citizens would probably
gladly pay the difference to expand fire protection. Charging
a fee is a lose—lose proposition. Many citizens lose fire protec-
tion, while the fire department loses a little revenue.

5.4.2.3.3.2 User Fees and Congestible Public Goods. Fees
may increase efficiency for congestible public goods. This
occurs whenever the fee charged for a congestible public good
approximates the cost that one individual’s use of the good
imposes on others. Fees have the following effects:

e Potential advantages of fees. Imagine there are 100
drivers on a busy bridge between two cities. Each addi-
tional vehicle on the bridge increases the time required
by all other drivers to cross the bridge by 6 seconds.
Thus each driver entering the road will impose a total
cost of 10 minutes on other drivers. If the average
driver earns $12 an hour, 10 minutes of time is worth
about $2. On a free public bridge, a person who values
the trip across the bridge at only $1 will use the bridge
because it is free and makes the individual better off.
The individual does not consider the externalities of
his or her action, which in this case is the cost imposed
on others. If the bridge were a toll bridge, however,
and the toll were set at the marginal cost of using the
bridge, which is $2 worth of time, the person who only
values the trip across the bridge at $1 would not use
the bridge, saving the time of others and increasing the
overall welfare of the community.

e Potential negative externalities introduced by fee pro-
cess. The collection of tolls can sometimes impose addi-
tional costs. Collecting tolls to compensate for
congestion may increase that very congestion (Stiglitz,
2000, p. 135). When Adam Smith recommended financ-
ing bridges through the use of tolls, people traveled
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slowly using horses and wagons, and the collection of
the toll was a minor inconvenience. The advent of the
automobile, and the disruption caused by slowing from
a high speed to a stop to pay a toll, may in itself cause
serious congestion. The use of future technology may
allow computer chips to identify cars and charge tolls
as cars pass, without the need to stop. (Ulbrich, 2003,
p- 68) similar to the passes used on the east coast. The
feasibility of toll collection varies with technological
advancement.

5.4.2.3.4 Public Provision through
Tax Revenue

Market structures are unable to reveal citizen preferences for
public goods because of game playing. People face perverse
incentives to deny their true preferences and rely on others
to provide the desired public goods. For example, if national
defense were supplied through voluntary contributions, the
number of people claiming to be pacifists and refusing to
contribute for conscience reasons would probably rise. This is
a type of market failure, as markets are unable to deliver the
level of public goods that citizens feel will maximize their
welfare. If market mechanisms fail to reveal true preferences,
then a political process can be substituted for market mech-
anisms (Musgrave, 1959, p. 10; Stiglitz, 2000, p. 168). Voting
eliminates the temptation to hide one’s true preferences, as
the voter knows the election outcome will be binding on all
people.

The median voter model, although imperfect, might be a
closer approximation of a Pareto-efficient allocation of public
goods than is available though the game playing associated
with free riders and voluntary contributions.

The public provision of pure public goods through tax
revenue looks theoretically more Pareto efficient than volun-
tary provision, as marginal cost equals marginal revenue. For
example, the marginal cost of a new citizen accepting fire
protection from the city is near zero and so is the price.
Therefore, more people avail themselves of fire protection. The
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high fixed cost of fire protection is spread over many more
people, and the cost of providing fire protection per person is
greatly reduced. The advantages and disadvantages of this
form of provision are as follows:

e Allocation advantages of public provision. The Pareto
efficiency of the public provision of public goods is most
obvious in the case of pure public goods. An outdoor
concert is a good example of a pure public good. There
is no additional cost in allowing one more person to
listen to an outdoor concert. If the concert is moved
indoors and admission charged, it may reduce total
welfare by discouraging some people from enjoying the
concert. Since the cost of the concert is fixed and it
costs nothing for an additional person to listen, and
since each additional listener derives some enjoyment
from the concert, total utility is increased as additional
listeners come to the concert. Thus not charging admis-
sion maximizes total utility, and the result of not
charging approximates Pareto efficiency.

® Problems related with the public provision of public
goods. Public provision may solve underprovision of
public goods, but it may introduce other problems.
Problems may include overprovision, the tragedy of
the commons, and separate negative consequences
associated with paying for public goods.
® Danger of overprovision. Public provision may lead

to overprovision of public goods. The median voter
model, where voters have an opportunity to vote on
individual expenditures, is rarely used, and then in
rare cases of direct democracy where expenditures
are voted on in annual town meetings. In most other
cases, people elect representatives who determine
expenditure levels. President Eisenhower’s Farewell
Address (1961) warned about the military—industrial
complex, as an example of a constellation of interests
that that had undue influence and caused excessive
spending in some programs that distorted both the
balance of spending between programs, and the
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balance between public and private spending.
Anthony Downs (1967) theorized that all public offi-
cials face incentives to maximize their budgets and
gather around them a constellation of interests that
would support their claims in the legislative process.
Mancur Olson (1971) examined the incentives of pub-
lic officials, interest groups, and the general public.
He suggested that individuals who receive concen-
trated benefits, such as public officials and their sup-
pliers, have a big incentive to lobby for increased
expenditures. Members of the general public, however,
have dispersed costs and do not find it worthwhile
to lobby to reduce those expenditures. Therefore, a
structural imbalance in the public provision system
causing overexpenditure exists, just as a structural
imbalance exists in the voluntary provision of public
goods causing underexpenditure.

e Loss of utility due to the tax. Using taxes to finance

pure public goods will allow optimal use of pure pub-
lic goods. The separate process of paying for the public
goods and the process of collecting taxes may, how-
ever, impose costs that reduce total welfare. There
are two areas of reduced welfare, the tax itself and
the excess burden caused by the tax. To the degree
an efficient amount of the public good is provided,
the cost of the tax is compensated by the benefit of
the good. Excess burden is another matter. Excess
burden is the loss of utility in addition to the cost of
the tax caused by the change in behavior in response
to the tax.

e Excess burden. Excess burden can best be illustrated

by an example. Imagine a worker prefers to work
overtime before the imposition of an income tax. That
is because the money earned increased his utility
more than the loss of free time. If a tax were imposed
on income, the individual would have to recalculate
whether the additional pay is still worth the loss of
free time. If the worker decides to no longer work
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overtime, the tax distorts his behavior. This is a
lose—lose proposition, as not only does the worker lose
the income he would have earned in the pretax exam-
ple, but furthermore no tax money is collected.
Excess burden causes both taxpayer and the state to
lose because the tax changes behavior.

The tax system can also reduce welfare in other ways.
One way to avoid excess burden is to use taxes that are not
contingent on behavior, such as a head tax. A head tax is a
uniform tax, where the same amount is required from all
individuals. The disadvantage of such taxes that are not con-
tingent on behavior is that they are regressive because they
consume a bigger percentage of the income of the poor. The-
oretically, the person with fewer dollars will value each of
them more highly, so the head tax causes a great reduction
in the utility of the poorest individuals. The few dollars saved
by charging all individuals the same amount means less to
the wealthy. Thus a regressive tax would reduce the utility
of the poor to such a great extent that total utility is dimin-
ished. Therefore, while the provision of pure public goods
through tax revenue is most efficient, the process of collecting
the taxes may introduce its own inefficiencies.

5.5 CONCLUSION

Public goods are both nonrival in consumption and nonex-
cludable. Perhaps the purest example of a public good is
national defense. Once public goods are provided for one per-
son, they are available for all, and it is difficult, if not impos-
sible, to exclude people who do not contribute from enjoying
the good. Nonrivalry and nonexcludability create major diffi-
culties to attempts to provide public goods through voluntary
market transactions. People face the temptation to be free
riders and enjoy the goods paid for by others. Therefore almost
all societies, even market economies, opt for public provision
of public goods through tax revenue.
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We begin this chapter with a common question in economics
and public finance: Which goods and services should the public
sector provide, and in what quantities? To address this ques-
tion, this chapter focuses on defining the issues at hand: what
a good is, what services are, what a public sector good is, and
what quantities of these goods and services should be provided.

6.1 DEFINING GOODS

Let us begin with the one of the most important concepts:
What is a good? “Goods” can mean several things. To begin
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with, we can see that a good can describe tangible* objects
that have some use/value: a pencil I own is a private good; a
highway built with governmental funds and usable by all is
a public good. We can also define a good theoretically as “that
which is, or is considered to be, good.” For instance, the fact
that we feel secure and safe in our neighborhoods may be a
public good; that we spent an evening in lively conversation
together might be an instance of a private good. In these cases,
the good in question is clearly not an object with use/value.
In economic terms we tend to see goods as those that are
tangible and contain the properties of use/value. Thus, for
purposes of this chapter, we will define a good as a tangible
object with the property of having some use/value.

6.2 WHAT IS A SERVICE?

Let us now consider a second concept: What is a service? There
is no consensus on the definition of a service. To some extent,
a service can be defined by considering what it is not. Services
are neither the same as the organization (or organizations)
that delivers the service, nor should they be confused with
documents that either describe the service (e.g., Web pages)
or are used in transacting the service (e.g., application forms).
We might be able to clarify a definition of a service through
the defining of a public service. A public service is a service
necessary for the common, as opposed to individual, good.
Some examples include policing, fire protection, health care,
national defense, and road and sewer construction.

None of these public services can be provided effectively
or entirely by private business on a profit-making basis with-
out impacting their purpose or mission. As an example, let us
look at the public provision of sewerage. If the sewage disposal
service were provided wholly by a private business entity,
each individual would be required to pay for the service.
However, the lack of sewage disposal by those who could not
afford to buy it would menace the health of all.

* A good that has physical substance or form.
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6.3 WHAT ARE PUBLIC GOODS?

Now that we have both a good and a service defined, we can
understand the provision and production of public goods. To
begin our discussion about the provision of public goods, we
need to define a pure public good. A pure public good has two
properties. The first property is that it is nonrival in consump-
tion. Nonrival means that once a good is provided, the addi-
tional cost of another individual consuming the good is zero.
The most commonly used example is a lighthouse. Once the
initial costs associated with illuminating the beacon of light
are incurred, an additional ship using the beacon of light for
guidance does not increase the cost of illumination. Intuitively,
my consumption of the service provided by the lighthouse does
not diminish your ability to use the services provided by the
lighthouse. This stands in sharp contrast to a private good,
such as pencils. It costs additional resources to provide you
with an additional pencil.

The second property of a pure public good is that it is
nonexclusionary. The notion of exclusion addresses the ques-
tion of whether it is possible to exclude any individual from
the benefits of the public good without incurring great costs.
Returning to our lighthouse example, it is not feasible, prac-
tical, or cost efficient to exclude a ship that is sailing past the
lighthouse from using the benefits provided by the lighthouse.
In this way, we can see that if exclusion is impossible, then the
use of a price system is impossible because individuals have
no incentive to pay. This is in direct contrast to a private good
that enjoys the property of excludability; individuals can be
excluded from enjoying the use of a pencil unless they pay for it.

In general, we can say that private goods possess the
properties of rivalry in consumption and excludability, while
public goods are characterized as nonrival in consumption
and nonexcludable. Goods that are both nonrival in consump-
tion and for which exclusion is impossible are pure public
goods. To extend the discussion on public goods, we will exam-
ine the properties of nonrivalry in consumption and nonex-
clusion in greater detail. This detail will provide the backdrop
for why these two properties can lead to market failures,
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providing us with a rationale for the public provision of public
goods.

6.4 PUBLIC GOODS AND MARKET FAILURE

To isolate the roles that excludability and rivalry in consump-
tion play in the provision of goods, we consider instances in
which a good has one property but not the other. With some
goods, consumption is nonrival but excludability is possible.
As an example, the marginal cost of an additional individual
turning on his or her television set and watching a show is
zero; one of my favorite shows is the social satire, The Simpsons,
but regardless of how many times I watch the show, it does
not detract from the number of times you can watch the show.
Thus, the good is nonrival. However, exclusion in the good of
television is possible as we see in Pay-Per-View TV through
the scrambling of signals.

The television example leads us to an interesting ineffi-
ciency. Since the good is nonrival, there is no motivation for
exclusion from the standpoint of economic efficiency. Charging
a price for a nonrival good does prevent some individuals from
enjoying the good; however, as noted earlier, their consump-
tion of the good would have no marginal cost. Therefore, when
we charge for a nonrival good, this inefficient behavior results
in the underproduction of the good. This is visible when we
consider the fact that the marginal* benefit is positive, while
the marginal cost of an additional person watching the TV
show is zero. The underconsumption of the show is a form of
inefficiency found when we consider the idea that the mar-
ginal cost is zero, but if we charge a price for the TV show,
fewer individuals will watch the TV show (underconsumption).

The quandary is that if there is no charge for the nonrival
good, there is no incentive to provide the good. This case leads
to another inefficiency — the undersupply of the good. To
understand this undersupply occurrence think of the market
economy. If you are the producer of a TV show and there is

* Marginal analysis is the study of costs or benefits in terms of the effects
that would occur if the costs or benefits were changed by a small amount.
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no charge to the individuals watching the show, would you
spend your money producing the show? The underconsump-
tion and undersupply of the nonrival good are two basic forms
of market failure associated with public goods. These are the
results of nonrival goods: exclusion is not desirable due to the
resulting underconsumption, and without exclusion, there is
a problem with undersupply.

6.5 PROVISION OF PUBLIC GOODS

To derive the conditions in which efficient provision of a public
good is obtained, let us review private good production.
Assume a society in which there are two individuals, Hanzel
and Gretal. There are two private goods, gingerbread cookies
and bread crumbs. In Figure 6.1a, the quantity of cookies (c)
is measured on the horizontal axis, and the price per cookie
(P.) on the vertical axis. Hanzel’s demand curve for cookies is
denoted as DI. The demand curve indicates the quantity of
cookies that Hanzel would be willing to consume at each price,
ceteris paribus. Similarly, D¢ in Figure 6.1b is Gretal’s
demand curve for cookies.

To derive the market demand curve for cookies, we sim-
ply add together the number of cookies each person demands
at each price. In Figure 6.1a, at a price of $2, Hanzel demands
one cookie, the horizontal distance between D! and the vertical

P a. P b. P c.
2
H+G
G D¢
p! De
1 2 3
C per year C per year C per year

Figure 6.1 Horizontal summation of demand curves.
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Figure 6.2 Efficient provision of a private good.

axis. Gretal’s demand for cookies at a price of $2 is shown in
Figure 6.1b. The total quantity demanded at the $2 price is
Hanzel’s and Gretal’s demand summated. The total quantity
demand is therefore three cookies, labeled DI+¢ in Figure 6.1c.

As we have just shown, the point at which price is $2
and quantity demanded is three lies on the market demand
curve. In this way, finding the market demand at a given price
on the vertical axis involves the summation of the horizontal
distance between each of the private demand curves. This
process is referred to as horizontal summation.

To explore the efficient provision of a private good, we
need to superimpose Figure 6.1c on the market supply curve,
labeled S,, as illustrated in Figure 6.2. Equilibrium* in the
market, noted as E, is the price at which supply and demand
are equal. This occurs at the price of $2 for cookies with
demand equal to three cookies. At this price, as we illustrated
in Figure 6.1, Hanzel is supplied the one cookie he demands
while Gretal is supplied the two cookies she demands. Impor-
tantly, there is no reason to expect that Hanzel’s and Gretal’s

* The point at which the marginal benefit and the marginal cost both equal
the price of the product. Thus, the marginal benefit equals the marginal
cost, which is precisely the condition required for economic efficiency.
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consumption levels are equal. Differences in taste, income,
and other characteristics affect the individual demand for
cookies from both Hanzel and Gretal.

The equilibrium in Figure 6.2 has an important property:
the allocation of cookies is Pareto efficient.* Let us explore
Pareto efficiency further. In consumer theory, if Gretal is a
utility-maximizing individual, she will set her marginal rate
of substitution™* of cookies for bread crumbs (MRS,) equal
to the price of cookies (P,) divided by the price of bread crumbs
(P,) or MRS, = P/P,. Since only relative prices impact rational
choice, the price of bread crumbs can be simply set at P, =
$1. This allows simplification in the mathematics without
having any negative impact on the derivation of utility max-
imization by reducing the condition for utility maximization
to MRS, = P.. The price of cookies therefore measures the
rate at which Gretal is willing to substitute cookies for bread
crumbs. Gretal’s demand curve for cookies (D&) now shows
the maximum price per cookie that she would pay at each
level of cookie consumption. In this way, the demand curve
also shows the MRS, at each level of cookie consumption.
Similarly, we could compute Hanzel’'s MRS, using DI,

Now let us take a look at the supply curve, S,. This curve
shows how the marginal rate of transformation of cookies for
bread crumbs (MRT,,) varies with cookie production.*** As
shown in Figure 6.2, Hanzel and Gretal both set MRS, equal

* Pareto efficiency is the condition in which a resource allocation has the
property that no one can be made better off without someone being made
worse off. This was named after the Italian economist and sociologist
Vilfredo Pareto (1848-1923). This is what economists normally mean when
they talk about efficiency.

*% This is the rate at which an individual needs to substitute one commodity
for another in order to maintain constant total utility from the commodities
taken together.

*#% This can be demonstrated if we remember that under competition firms
produce up to the point in which price equals marginal cost. In this way
the supply curve S, shows the marginal cost of each level of cookie produc-
tion. In giving consideration to the role of welfare economics, MRT,, =
MC/MC,. Because P, = $1 and price equals marginal cost, then MC, = $1,
and MRT,, = MC.,. Thus, we identify the marginal rate of transformation
with marginal cost, which is the same as the supply curve.
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to two, and the producer also sets MRT,, equal to two. As a
consequence, at equilibrium:

MRSHanze/ — MRSG:‘@MI — MR’]:h (6.1)

cb cb

The necessary condition for Pareto efficiency is Equation
(6.1). With a competitive marketplace that is functioning
properly, the Fundamental Theorem of Welfare Economics*
assures us that this condition will hold.

Now that we have reviewed the conditions for efficient
production of private goods, let us look at the case of public
goods.** We will begin by exploring the efficient conditions
through intuitive reasoning before deriving them graphically.
Let us say that both Hanzel and Gretal enjoy fireworks dis-
plays. Hanzel’s enjoyment clearly does not diminish Gretal’s
enjoyment. We can say that fireworks displays are a public
good. We know that individuals do not buy public goods. We
can, however, ask a simple question relating the pricing con-
cept for public goods: How much of a public good would be
demanded if an individual (either Hanzel or Gretal) had to
pay a given amount for each extra unit of the public good
(fireworks)? Although this is a hypothetical question, it is not
that farfetched, since as expenditures increase on public goods
(Fourth of July fireworks displays), so do individuals’ taxes.
The extra payment that the individual has to make for each
additional unit of the public good is termed the tax price. As
we proceed, we make the assumption that the government
has at its discretion the ability to charge different tax prices
to different individuals.

* The Fundamental Theorems of Welfare Economics state that every com-
petitive economy is Pareto efficient and every Pareto-efficient resource allo-
cation can be attained through a competitive market mechanism, with the
appropriate initial redistribution.

** Not everything that is good for the public is a public good. For example,
education is good for the public. However, an individual benefits from his
or her own education. Education is only a public good to the extent that I
enjoy “free-rider” benefits when you are educated. If individual incentives
are sufficient to achieve the optimal production of something, then it is not
a public good.



Provision and Production of Public Goods 217

Let us label this individual tax price as ¢; accordingly, for
each unit of the public good the individual must pay ¢. We
can state the individual’s budget constraint in the following
manner:

C+iG=Y (6.2)

where C is the individual’s consumption of private goods, G
is the total amount of public goods provided, and Y is the
individual’s income. The budget constraint is a representation
of the combination of goods this individual can purchase, here
public and private goods, given that person’s income level and
tax price. Illustratively, Figure 6.3 shows the budget con-
straint as the line PP. Looking at the budget constraint, if
government expenditures are higher, consumption of private
goods decreases. We assume that individuals will maximize
utility;* that is, they will obtain the highest utility possible
given their budget constraints. Individuals are willing to give
up some private goods if they get more public goods. The
quantity of private goods a particular individual is willing to
give up to get an extra unit of public goods is that person’s
marginal rate of substitution. As the individual receives more
public goods, the amount of private goods he or she is willing
to forego to receive an extra unit of public goods becomes
smaller; that is, the individual has a diminishing marginal
rate of substitution. Graphically, the marginal rate of substi-
tution is the slope of the indifference curve. As a person
consumes more of public goods and less of private goods, the
indifference curve becomes flatter.

The highest level of utility for an individual, utility max-
imization, is the point of tangency between the individual’s
indifference curve and the budget constraint, denoted in

* Economists sometimes refer to the benefits an individual gets from con-
sumption as the utility that person receives from the combination of goods
he or she consumes. The concept of utility is only a useful way of thinking
about the benefits that an individual gets from consumption. There is no
way of measuring utility (other than indirectly through willingness to pay)
since we cannot ascertain what “utility” an individual derives from eating
a cookie or listening to the radio.
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Figure 6.3 Individual demand curve for public goods.

Figure 6.3 as E. This point defines the point at which the
slope of the indifference curve and the slope of the budget
constraint are identical. Intuitively, the slope of the budget
constraint indicates how much in private goods the individual
must give up in order to realize a gain of one more unit of
public goods, which is simply equal to the individual’s tax
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price. The slope of the indifference curve tells us how much
the individual is willing to give up to receive one more unit
of public goods. We can then use this information to arrive at
point E, which is the individual’s most preferred point and
an indicator of the amount that the individual must be willing
to give up to receive one more unit of the public good. As
illustrated in Figure 6.3, as the price of the public good (the
tax price) is lowered, the individual realizes a shift in the
budget constraint from PP to PP', with the individual’s pre-
ferred point moving from E to E'. As shown in Figure 6.3, this
leads to an increase in the individual’s demand for public
goods.

To trace out the demand curve for public goods, we can
lower and raise the tax price. The lower graph in Figure 6.3
shows the quantity of public goods demanded at tax prices
PG, and PG,, which correspond to points E and E'. We could
continue this process by shifting the budget constraint further.

Now that we have seen the trade-off between public and
private goods through the use of a budget constraint, how do
we know how many fireworks to display in total? To derive
this result, we will say that Hanzel and Gretal really enjoy
fireworks; in fact, both prefer more fireworks to fewer fire-
works, other things being equal. We know that the fireworks
display contains 29 fireworks and to expand the fireworks
display costs an additional $5 per firework. Hanzel says he
would be willing to pay an additional $3 for another firework
added to the display. Gretal says that she is willing to pay $7
for an additional firework added to the display. Is it efficient
to increase the number of fireworks in the display?

To assess this efficiency, we must compare the marginal
cost to the marginal benefit. In calculating the marginal ben-
efit, we must remember that this is a nonrival good. Both
Hanzel and Gretal can consume the 30% firework added to
the display. We can say that given the property of nonrivalry
in consumption, the marginal benefit of the 30%* firework is
the sum of what both Hanzel and Gretal are willing to pay,
which is $10. Since we know that the marginal cost of adding
a firework is $5, it pays to add the 30t firework to the display.
We can generalize this example by saying that if the sum of
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individuals’ willingness to pay for an additional unit of the
public good is more than the marginal cost, efficiency requires
that the additional unit be supplied. If the marginal costs
exceed the sum of the marginal benefits to the individuals,
the unit should not be supplied. Efficient provision of the
public good requires that the sum of each person’s marginal
valuation (benefit) for the last unit be equal to the marginal
cost of producing that unit.

To graphically show this intuitive result, consider Figure
6.4. The figure shows both Hanzel’s demand for fireworks (D))
and Gretal’s demand for fireworks (D%). The graphical repre-
sentation shows the price on the vertical axis and the number
of fireworks on the horizontal axis. Note that the price that
Hanzel is willing to pay ($3) and the price that Gretal is
willing to pay ($7) for the 30t firework in the display are both
indicated on the vertical axis. Recall that to find the collective
demand curve for cookies — the private good — we summated
the horizontal axis for each person’s demand. Horizontal
summation allowed Hanzel and Gretal to consume different
quantities of cookies at the same price. For the private good,
horizontal summation is fine. In the case of a public good, the
services made available by the fireworks must be consumed
in equal amounts. If Hanzel consumes a 30-firework display,
Gretal must also consume a 30-firework display. Thus, it is
not practical to try to summate the quantities of a public good
that each individual would consume at a given price. So how
do we find the collective willingness to pay for the 30t fire-
work — the public good? We add the prices that both Hanzel
and Gretal would be willing to pay for the 30t firework. The
bottom graph in Figure 6.4 shows their collective demand
(D¥*%) and the summation of the prices each individual was
willing to pay ($10) for the 30t firework to be added to the
display.* Vertical summation is appropriate since a pure pub-
lic good is necessarily provided in the same amount to all

* DH*Cis not a conventional aggregated (collective) demand schedule since
it does not indicate the quantity demanded at each price. However, for
uniformity with the private good case, this notation is useful.
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individuals. Rationing is not feasible or desirable, since Hanzel’s
viewing of the public good does not detract from Gretal’s
enjoyment of the public good (the fireworks display).

Let us think about the public good demand curve. If we
remember that this is each person’s willingness to pay for the
public good, the demand curve can be thought of as a “mar-
ginal willingness to pay” curve.* The public good demand
curve says how much the person is willing to pay for an extra
unit of the public good. In our fireworks example, Hanzel was
willing to pay $3 and Gretal was willing to pay $7 for the
additional firework in the display. The vertical summation is
just the sum of their willingness to pay or the total amount
that both Hanzel and Gretal together are willing to pay for
an additional firework to be added to the fireworks display.
This is equivalent to finding the total marginal benefit pro-
vided by the additional unit of public good because each point
on the demand curve of an individual represents that person’s
marginal rate of substitution at that level of government
expenditure. By adding the demand curves vertically, we sim-
ply obtain the sum of the marginal rates of substitution (the
total marginal benefit provided by the extra unit of public
goods). This result is the collective demand curve illustrated
in Figure 6.4.

To assess the efficiency of public goods provision, we can
add the supply curve as we did in our illustration of the
private good (cookies in Figure 6.2). In Figure 6.5, the supply
curve has been added to the collective demand curve illus-
trated in Figure 6.4. Figure 6.5 shows that for each level of
output, the price represents how much of the other goods must
be foregone to produce one more unit of public goods. At the
output level where the collective demand equals the supply,
E¢, the sum of the marginal willingness to pay (sum of the
marginal rates of substitution) is specifically equal to the mar-
ginal cost of production of the public good (marginal rate of
transformation).

* Professor Joseph E. Stiglitz offers this interpretation of the public good
demand curve.
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Figure 6.5 Efficient production of public goods. This can be dem-
onstrated if we remember that under competition firms produce up
to the point in which price equals marginal cost. In this way the
supply curve S, shows the marginal cost of each level of cookie
production. In giving consideration to the role of welfare economics,
MRT,, = MC/MC,. Because P, = $1 and price equals marginal cost,
then MC, = $1, and MRT, = MC,. Thus, we identify the marginal
rate of transformation with marginal cost, which is the same as the
supply curve.

It is at this point, where the sum of the marginal rates
of substitution equals the marginal rate of transformation
(the intersection of the collective demand and the supply
curve), that a public good is Pareto efficient.

Throughout our discussion of public goods provision, the
assumption is that we know Hanzel’s and Gretal’s demand
curve for public goods. This assumption is analogous with our
construction of the private demand curve, but some distinc-
tions between the two need to be made. We know that market
equilibrium occurs at the point where the demand and supply
curves intersect. With the public good equilibrium, we have
offered little reasoning as to why the supply of public goods
should occur at Ec. We know that if this were the production
level of public goods it would be Pareto efficient, but we know
very little about how this decision (to supply this level of public
goods) would occur. Decisions about the provision of public
goods are made by governments and not at the individual
level. Therefore, the level of production of the public good is
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predicated on a political process and not on the individuals’
desire as in private goods production. In a competitive market
for private goods, all individuals face the same price, with the
amount of consumption (the quantity desired) reflecting indi-
vidual preferences for that good. This differs from the pure
public good since provision of a public good is at the same
quantity to all affected individuals, with our hypothesis that
each individual faces a different tax price for access to the
public good. Intuitively, let us assume that we could tell every-
one what his or her share of the costs of public goods would
be. We could say that Hanzel is to bear 5% of the costs, while
Gretal is to bear 2% of the costs. Thus, Hanzel would pay $.50
and Gretal would pay $ .20 for an item that costs the govern-
ment $10.00. This characterization of the Pareto-efficient level
of expenditures on public goods corresponds to a specific dis-
tribution of income. But the property of nonexcludability
introduces a new problem, the free-rider problem.

6.6 FREE-RIDER PROBLEM

In our discussion of the provision of public goods, we have
assumed that we could discover each individual’s preference
for public goods. We assumed that Hanzel’s preference dif-
fered from Gretal’s, and each individual would disclose his or
her preference to the public goods provider (in our case the
government). But with public goods provision there is an
incentive to hide your true preferences. Let us return to our
fireworks display that has the property of nonexcludability.
Hanzel may claim that he is not interested in fireworks at
all. If he can get Gretal to foot the entire bill for the fireworks
display, he can still enjoy the show without assuming any of
the costs and have extra money to buy more cookies. The
incentive to let other people pay for public goods while you
enjoy the benefits is known as the free-rider problem. Of
course, Gretal can behave in a similar way to Hanzel.* This

* Samuelson (1955) noted that a person can try to selfishly take a public
good in a way that is not possible in the private market due to self-policing
and the competitive nature of a private goods market.
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“free-riding” incentive may produce the undesirable outcome
that the efficient amount of the public good will not be pro-
duced. This underproduction of the public good would be due
to many individuals free riding instead of contributing their
preferred tax amount (price). Therefore, no automatic ten-
dency (such as a pricing mechanism) exists for markets to
allocate the efficient amount of public goods.

It must be emphasized that free ridership is not a fact —
it is a hypothesis based on the assumption that people will
maximize a utility function that depends only on their own
consumption of goods. In fact, many examples have been
shown in which people will act collectively without govern-
ment coercion. As an example, most voluntary churches,
museums, libraries, and other such facilities raise money
through fund drives that maintain the established organiza-
tion. This idea of money leads us to the next section, in which
we will explore the relationship between public good provi-
sion, Pareto efficiency, and income distribution.

6.7 INCOME DISTRIBUTION AND
PARETO EFFICIENCY

Pareto-efficient resource allocations have infinite variations.
Since Pareto-efficient allocations are available on any point
on the utility possibilities curve*, the market equilibrium (in
the absence of a market failure) is just one of those points.
Similarly, there is not a unique Pareto optimal supply of public
goods. Point E°¢ in Figure 6.5 is just one of these Pareto-
efficient points, while the other possible points have different
distributional implications.

Let us see how the efficient level of public goods depends
on the distribution of income in our Hanzel-and-Gretal society.
Assume that the government transfers $10 to Gretal from
Hanzel. Normally, this would shift Hanzel’s demand for public
goods, regardless of the price, downward while shifting Gretal’s

* A graph showing the maximum amount of one person’s utility given each
level of utility attained by another person.
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demand upward (recall Figure 6.3). The transfer of income
changes the Pareto-efficient level of public goods to a new
point. Although we have shifted the Pareto-efficient point
through an income distribution change, efficiency still
requires that the sum of the marginal rates of substitution
equal the marginal rate of transformation. This is equivalent
to saying that each point on the utility possibilities curve may
be characterized by a different allocation of public goods, but
at each point the sum of the marginal rates of substitution
must equal the marginal rate of transformation. This leads
to an important finding with respect to the efficient level of
public goods provision: distributional considerations and the
supply of public goods cannot be separated in efficiency con-
siderations. This indicates that public policy, such as changes
in income tax structure, must be accompanied by a correspond-
ing change in the efficient level of public goods production.

6.8 IS THE INTERNET A PUBLIC GOOD?

Many of the benefits provided in cyberspace have features
similar to public goods. Recall that a public good is defined
by two characteristics. First, it is to some degree nonrival:
Hanzel’s consumption of the good does not reduce the amount
available to Gretal. Second, a public good is to some degree
nonexcludable in that it is difficult or impossible to exclude
individuals from benefiting from the good: Hanzel receives
the benefits of a national defense system regardless of whether
he pays taxes.

Although everyone in a group may be made better off by
the provision of a public good, that in no way guarantees that
it will be produced. Since excluding others from consuming
the public good is difficult or impossible, there is the tempta-
tion to free ride on the efforts of others, such as enjoying
fireworks (a public good) without contributing to their pro-
duction. If everyone tries to free ride, the good will not be
produced and everyone suffers.

The characteristics of providing public goods create two
important challenges. The first is motivation — getting indi-
viduals to contribute to the provision of a public good despite
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the attraction of free riding. The decision not to contribute
can be seen as a function of the desire to take advantage of
someone else’s efforts (commonly referred to as greed). On the
other hand, an individual may be willing to cooperate but
deems that there is not much of a chance that the good will
be successfully provided and so does not want to waste his or
her efforts. The second challenge is one of coordination: if a
group of individuals is motivated to contribute toward a public
good, the members of the group will need to coordinate their
efforts, which will involve its own set of difficulties and costs.

Because the costs and benefits of providing some types
of public goods change radically in online environments, so
too do the dynamics of motivation and coordination. If we
follow a strict practice (in economic terms) that a public good
is a good that, once provided to one person, is available to all
persons (such as national defense), then the Internet must
meet the two criteria of nonrivalry and nonexcludability. We
could say that the Internet has the property of nonrivalry up
to some point (this implies that the correct price for its use
is zero, according to economic doctrine). The next property,
nonexcludability, may or may not hold based on the given
perspective. It is possible to charge prices cheaply enough,
given the technology, for Internet usage if you look at the
Internet as a tool. However, something with zero marginal
cost, like the Internet, could still be privately financed; how-
ever, according to standard economic theory it would be inad-
equately provided. If a private provider charged an average
cost to generate some profit, this would imply too small of an
Internet facility. Nevertheless, that does not equate necessar-
ily to no Internet at all.

In principle, the government could subsidize the Internet
up to the point where additional users implied some marginal
cost for maintenance. At that point, a fee could be assessed
to cover the marginal costs. Whether the fee and maintenance
are provided directly by the government or a private corpo-
ration licensed by the government has no bearing of relevance
from the standpoint of standard economic theory.

Using this principle, there would also be a fee for con-
gestion that has nothing to do with maintenance. The point
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of the fee would be to reduce crowding — to price the most
casual or lowest-value user out of the system. Here again
whether the government or a private firm administers the fee
does not matter.

Although the Internet has some of the characteristics of
a public good, it appears that the Internet does not neatly fit
into the criteria of public goods until we move from the concept
of the Internet as a tool to an information media concept. In
the realm of information, assuming that information is a
societal good, the Internet represents access to electronic
information. If one goal of a democratic society is a well-
informed citizenry, then it could be argued that government
should provide access to that information; in other words, the
government should provide the Internet. The issue is based
on the idea that some types of knowledge cannot be the prov-
ince of an individual or a corporation. Traditionally, knowl-
edge of this type has qualified for subsidy as a public good.

As an example, drug companies currently receive gov-
ernment subsidies for research and development of new drug
products. This subsidy provides a commercial advantage from
patents that allow drug companies to charge inefficiently high
prices that restrict use of the product. From an efficiency
standpoint, the cost of the drugs should be approaching zero,
given their subsidized costs of production. The problem that
arises is how to acquire the research from the private sector
at minimal cost and how to prevent private parties from
collecting the rents from publicly financed research. As with
the Internet, the difficulty stems from the uncertain nature
of the product, ex ante. Herein lies one problem with public
goods theory — it does not address facilities associated with
innovation, where all of these costs and benefits are murky
(this could easily be argued in the case of the Internet).

6.9 GLOBAL PUBLIC GOODS

In our ever-changing world, globalization has become an
important aspect for both government and private production.
To make the concept of a global public good tangible, consider,
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for example, the obliteration of smallpox. Once the eradication
of smallpox is accomplished, all of humanity benefits — people
in all parts of the world, regardless of wealth or generational
considerations. Much the same holds true for well-functioning
international markets that secure intergenerational as well
as geographically widespread benefits, although people in var-
ious parts of the world might benefit in different ways. Global
publicness can be observed in international systems such as
those for civil aviation, postal services, and international
acknowledgment of a document such as a passport.

At the national level, governments often step in to facil-
itate the collective action needed to avoid overproduction of
public bads or underprovision of public goods. Internationally,
there is no such institution. Yet if global public goods do corre-
spond to national needs and self-interest, nations do manage
to reach agreement on coordinated action. Traditionally, inter-
national cooperation has primarily been concerned with rela-
tions between countries and at-the-border issues. The global
public goods concept would challenge countries not to let public
bads spill across their borders and turn from national public
bads into global public bads. This objective requires behind-
the-border policy management and instigates additional
demands on a country’s willingness to cooperate. Interna-
tional cooperation is increasingly a global give and take,
which can make bargaining difficult.

Global public goods have similar difficulties in determin-
ing “publicness” as did our earlier discussion of public goods.
In this way, it is essential to recognize that the publicness of
a good does not automatically imply that all people value it
in the same way. Underprivileged people may not place the
highest value on an international passport system since they
cannot afford to travel abroad. Instead, the underprivileged
may give preference to ensuring global health or truly free
trade so that their goods can also find new markets. Other
people may rank the control of international terrorism high-
est. This may truly be a change here in the United States due
to the September 11, 2001 attacks. Stability of international
financial markets may be the highest considerations for people
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in hyperinflation countries. In establishing a global public
goods agenda, it is therefore important to ensure that the top
priorities of different population groups are being considered
equitably.

Equity infers that global public goods must not be
allowed to further exacerbate existing inequities. Although
public, some goods may not be accessible to the poor. The
Internet, as we noted earlier, poses this challenge. And others,
such as free trade management in an unequal world, may
give rise to a winner-take-all condition. The willingness of a
nation to cooperate may be driven by concerns such as these.

Beyond global public goods’ instrumental value, it could
be argued that equity itself is a global public good. It is
nonrival, in the sense that if one person is being treated
equitably that does not reduce the chance of another person
being treated equitably. Equity is nonexcludable if it is
accepted as a norm. Norms, by definition, apply to all peoples
in all places.

Also contributing to the provision of global public
goods — from human rights to technical norms — are non-
government actors such as business. Nongovernment actors
often draw attention to the importance of balancing the glo-
balization of private activities with that of public goods. Due
to the territorial definition of nation-states, government
actors seem to be more constrained. Most notably, the linking
of global public goods closely to national interests can provide
the atmosphere for international forums in which state actors
as well as nonstate, transnational actors can jointly debate
how to balance private goods with public goods. The normative
argument would be that markets could not function without
public goods, including global public goods. To function effi-
ciently, markets need property rights, legal institutions,
nomenclature, educated people, peace, and security.

6.10 THE PUBLIC GOOD OF
EFFICIENT GOVERNMENT

One of the dominant topics of the last several decades is the
management of government in an equitable and efficient
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manner. We can easily see that one of the most important
public goods is the management of government. We all benefit
from more efficient and responsive government. Simply put,
good government has the characteristics of a public good: it
is undesirable, difficult, and virtually nonsensical to exclude
any individual from the benefits of a better government. If
the government can increase services through efficiency with-
out an increase in taxes and fees, everyone benefits.

Managers and politicians who succeed in providing an
increase in governmental efficiency get some return, but this
return is only a fraction of the benefits accrued to their con-
stituents. Think of it this way; if I did not vote for the politi-
cian and/or manager I gain as much as those who voted for
that individual. Moreover, those who did not vote and free-
rode off of the successful politician and/or manager gain at
the same level as those who voted do. In this way, those who
benefited from the change in governmental efficiency far out-
weigh those who brought the efficiency about.

6.11 SUMMARY

In this chapter we defined a class of goods called public goods.
In some respects just using the word public to describe goods
that are nonrival in consumption may prejudge the idea that
these goods should be produced. In fact, we could argue
whether or not production of the public good is in fact a
necessity. In our description of public goods, two important
properties are predicated: nonexcludability and nonrivalry.
Although a few examples of a pure public good were pre-
sented, many publicly provided goods do not meet the strict
definition of a pure public good since excludability is possible,
although it is usually prohibitively costly.

In the production of public goods, the private market
either will not supply the good or will provide an inadequate
amount of the pure public good. We saw that in the production
of the public good, free riding arises when individuals enjoy
the benefits of the public good while others pay for the public
good. This is an important problem associated with the vol-
untary provision of public goods.
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We described the Pareto-efficient condition that requires
a public good to be supplied at the point where the marginal
rate of substitution just equals the marginal rate of transfor-
mation. We saw that income distribution will affect the
Pareto-efficient level of public good production. By looking at
public goods and production, we saw that the Internet has
some of the characteristics of a public good; however, these
characteristics are limited by the defining of the use/value of
the Internet.

In our discussion of global public goods, the smallpox
virus was used as an example. It is possible that many other
global public goods exist in our ever-changing environment.
It will be up to you to determine what future goods meet the
criteria of a public good.
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7.1 INTRODUCTION

Taxes are the primary source for funding government services
in the United States. At the federal level, less than 4% of
revenues are from sources other than taxes (U.S. Office of
Management and Budget, 2004). For state and local govern-
ments, taxes constitutes 69.75% of general revenues and

235



236 Ebdon

45.12% of total revenues™ in 1997 (U.S. Census Bureau, 2000).
Taxpayers frequently complain about the amount of taxes that
they pay and the coercive nature of taxes. It is important,
however, to remember that many vital services, such as public
safety/national defense, education, Social Security, and social
and regulatory programs, are provided through tax dollars.
As Justice Oliver Wendell Holmes said, “Taxes are what we pay
for a civilized society” (as quoted in Adams, 1999, introduction).

This chapter will discuss the tax structures of govern-
ments in the United States. An overview of current tax
sources will be provided, followed by consideration of issues
related to equity and efficiency in taxation. The three major
types of taxes will then be evaluated, including their current
uses as well as proposed reforms. Important trends and impli-
cations for the future will precede the final conclusions regard-
ing our nation’s tax systems.

7.2 CURRENT TAX SOURCES

Three major categories of taxes are used in the U.S.: income,
sales and excise, and property taxes. Each of these taxes is a
different form of affluence. “Taxes on income apply to the
amounts of different types of income earned during the
defined tax period. Taxes on wealth apply to accumulated
value regardless of the time period; real property is considered
wealth, for example. Consumption taxes apply to purchasing
transactions, such as retail sales” (Lee and Johnson, 1998,
pp. 59-60). Every major type of government uses taxes, but
a great deal of variety exists across governments in the type
of taxes used and the reliance on one versus another type of
tax. In addition, as will be discussed later, the base against
which a given tax is applied varies widely across governments;
for example, the list of goods and services included in the
retail sales tax is different in each state.

* General revenues exclude utilities, liquor stores, and insurance trust
revenues (such as unemployment compensation and employee retirement).
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TaBLE 7.1 U.S. Government Revenues, 2002

Quantity Percent
Source (Billions of Dollars)  of Total
Individual income tax 858.3 46.3
Corporate income tax 148.0 8.0
Social insurance and retirement 700.8 37.8
Excise taxes 67.0 3.6
Estate and gift taxes 26.5 14
Customs duties 18.6 1.0
Other 33.9 1.8
Total 1853.2

Source: Office of Management & Budget, Budget of the United States
Government Fiscal Year 2004, Analytical Perspectives, Table 4-1.

The United States federal government relies primarily
on income taxes (see Table 7.1). Income taxes on individual
taxpayers comprised 46.3% of the government’s total revenues
in 2001. This was followed by social insurance and retirement
receipts, at 37.8%, which primarily fund the Social Security
program through a payroll tax on employees and employers.
Income taxes on corporations are 8% of the total, with excise
taxes and other sources making up the final 7.9%.

State governments, as seen in Table 7.2, are very differ-
ent from the federal government in use of taxes. In 1996-1997,
almost one-half of state tax revenues were from sales and
gross receipts taxes, whereas the federal government does not
have a general sales or consumption tax. Individual income
taxes accounted for about 33% of total state taxes, with cor-
porate income taxes comprising almost 7%. Property taxes
are used slightly by states (2.3% of total taxes), with other
taxes making up 9% of total taxes in states.

Notice the contrast between taxes used by state versus
local governments. Property tax is the largest tax source for
local governments (73%), while it is the smallest tax for states.
Sales and gross receipts taxes account for 16% of local gov-
ernment taxes. Income taxes are used much less by local
governments than by states or the federal government: about
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TABLE 7.2 State and Local Government Tax Sources
as Percentages of Total Taxes, 1996 to 1997

Tax Source

Sales and
Type of Gross Individual Corporate Other
Government Property  Receipts Income Income Taxes
State 2.32 48.72 32.63 6.92 9.41
governments
Local governments:
County 69.44 22.26 3.26 0.00 5.04
Municipality 48.70 28.86 11.25 3.29 7.90
Township 92.40 0.53 2.68 0.00 4.40
Special 76.48 16.86 0.00 0.00 6.66
district
School district  96.85 1.13 0.90 0.00 1.12
All local 73.32 15.93 4.96 1.09 4.69
governments

Source: U.S. Census Bureau, 1997 Census of Governments, Volume 4, Government
Finances, Table 2. Summary of State and Local Government Finances by Level and
Type of Government: 1996-97. Issued December 2000. http://www.census.gov/prod/
gc97/gc974-5.pdf.

5% of local taxes are from individual income taxes, and only
1% from corporate income taxes.

Viewing the total of taxes for all local governments
obscures the significant variation between different types of
local governments. School districts rely on property taxes for
97% of their taxes, while municipalities receive slightly less
than one-half of their taxes from this source. On the other
hand, sales taxes comprise 29% of municipal taxes but only
1% for school districts. Municipalities are also the primary
local government that uses income taxes: individual income
taxes are 11% and corporate income taxes 3% of total munic-
ipal tax revenue.

There are a number of reasons for the variation in tax
systems across governments. Some historical patterns of
development have been noted; for example, local governments
in the Northeast are more reliant on property taxes than are
governments that developed in a later period. Resources
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within a state are also important, such as in Alaska, which
receives large amounts of revenue from oil reserves and there-
fore has not needed either an income or sales tax to fund state
government. States also heavily regulate the revenue sources
that local governments can use, which has led to dissimilar-
ities. For example, sales tax is not permitted for local govern-
ments in New Hampshire but is heavily used in states such
as Colorado, Oklahoma, and Alabama. Local income tax is
authorized in a minority of states, such as Ohio (Bartle, 2003).
Other patterns, and trends such as tax limitations and school
equity concerns, will be discussed later.

Relative to other industrialized countries, taxes in the
U.S. are actually low. U.S. taxes as a percent of Gross Domestic
Product (GDP) were about 28% in 1998, compared to an aver-
age in the Organization for Economic Cooperation and Devel-
opment countries of 37%. The U.S. is higher than average in
the share of taxes derived from income and property but lower
than average on tax shares from sales taxes and Social Secu-
rity taxes (Mikesell, 2003).

7.3 EVALUATION OF TAX SYSTEMS: EQUITY
VERSUS EFFICIENCY

How does one decide what is a “good” tax or tax system? A
number of criteria are often used to evaluate taxes (see for
example, Musgrave and Musgrave, 1989; Mikesell, 2003;
Stiglitz, 2000). One necessity for an individual tax source is
its adequacy. It does little good to impose a tax that will bring
in insufficient revenue. For example, a rural community with
no retail stores might not fare well with a general sales tax.
The amount of tax received (the yield) by a government
depends on both the tax base (what exactly will be subject to
the tax) and the tax rate (how much will be charged on each
item in the base). Thus, the same amount of money can be
raised in a variety of ways from a given tax. For example, the
base can be very broad, with few exceptions (e.g,. a sales tax
without exemptions for food, clothing, services, etc.); this
allows for a lower overall tax rate to be charged. Conversely,
the more exemptions, the smaller the tax base, and the higher
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the tax rate will need to be in order to raise the same amount
of revenue.

In addition, the costs of collecting the tax need to be
considered. Tax administration and enforcement efforts can
be expensive. Real property taxes, for example, require gov-
ernments to hire assessors to determine the value of the
property, and to calculate and send out individual tax bills.
Part of the cost to government is in enforcing the tax laws.
People have found ways to evade payments of imposed taxes
throughout the history of civilization; this is considered by
some to be a major cause of the decline of the Roman Empire,
for example (Adams, 1999). Taxpayers also incur costs for such
things as record keeping and hiring accountants and lawyers.
In fact, taxpayer costs have been estimated to be at least five
times greater than the collection costs to government (Stiglitz,
2000).

Transparency is another important feature of a good tax
system. This means that the process and rules should be open
and clear to the public. Taxpayers should be able to determine
how much they pay rather than having hidden taxes, the rules
should be applied consistently, and provisions should be made
for hearings and appeals. The complexity of the federal income
tax, for example, reduces its transparency.

Although adequacy, collection costs, and transparency
are significant, however, this chapter will focus primarily on
the two criteria that are usually at the heart of discussions
about tax structures: equity and efficiency. Governments strive
for systems that are both equitable and efficient, but these
may conflict with each other. Experts do not always agree on
the best way to measure these standards, much less how best
to achieve them.

7.3.1  Equity

Most people think that taxes should be “fair.” What exactly
does that mean? Is it fair if people all pay the same dollar
amount or the same proportion of their wealth or income?
Should the wealthy pay a greater proportion of their wealth
than the poor do? Or should people all pay based on the
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benefits they receive from the government? Each of these
options measures equity in a different way. “Indeed, the com-
plex political undertaking of applying equity principles to
practical situations has occupied philosophers and govern-
ment officials since civilization began. Disagreements abound,
generally centering on questions about who should be treated
as equals, who should not, and what to do about those differ-
ences” (Steuerle, 2002, p. 257).

The first basic distinction to be made is between taxes
that are based on the benefits that a taxpayer receives and
those that are based on one’s ability to pay taxes. A benefits-
received tax is possible in some situations; for example, there
is arguably some relationship between the amount paid in
gas tax and the benefits received from public highways. How-
ever, regardless of one’s opinion of the desirability of the
benefits-received principle, its application is not always pos-
sible. “The principle of benefit taxation is clear, but its imple-
mentation is difficult. Government, to charge benefit taxes,
must know how individuals value the benefits they receive
from public services, that is, the price they would be willing
to pay to obtain them. That premise, unfortunately, is unre-
alistic” (Musgrave, 2002, p. 12).

An ability to pay approach, on the other hand, is based
on a belief that those who are better able to pay for govern-
ment goods and services should bear more of the weight of
the taxes. One might then want to ensure that horizontal
equity and vertical equity in the structure of the tax are
present. With horizontal equity, people in the same position
would be treated similarly; for example, two families living
next door to each other in perfectly comparable houses would
pay the same amount of property tax. With vertical equity,
individuals in different situations are treated dissimilarly.
“Since a dollar means less to wealthy persons than poor per-
sons, equalizing burdens requires that more dollars be taken
from the former than the latter” (Winfrey, 1998, p. 66). Again,
though, this sounds more straightforward than it is in prac-
tice. “A household with $100,000 income presumably should
pay more tax than a household with $50,000 income. Should
the payment by the higher-income household be twice that of
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the other, somewhat more than twice, or somewhat less than
twice? In other words, should the distribution of income after
tax be different from the distribution of income before tax
and, if so, in favor of what income group should redistribution
occur?” (Mikesell, 2003, p. 290).

The answers to these questions are determined by the
structure of the specific tax, which can be designed to be
progressive, proportional, or regressive. Let us relate this to
an income tax. A progressive tax is one in which those with
greater incomes pay a higher percentage of their income in
tax than do those with lower incomes; this is the basic design
of the federal individual income tax system with higher tax
rates at higher income levels. A proportional tax is one in
which everyone pays the same percentage of his or her income
in tax; for example, some states have an individual income tax
with one flat tax rate. A regressive tax is one in which those
who have greater wealth pay a lower percentage of their
income in taxes than do the poor. The Social Security payroll
tax has a regressive structure because employees are taxed
only up to a given salary level.

The tax base becomes important in determining the
actual structure of a tax. Many taxes have exemptions or
deductions of some sort. These features reduce the base that
is subject to taxation. In doing so, they also can affect the
progressivity or regressivity of a tax. For example, sales tax
tends to be regressive because poor families spend a greater
share of their income on taxable items than do wealthier
families. Some states, however, exempt groceries from sales
tax, which reduces the regressivity of the tax, since the poor
spend a disproportionate share of their income on groceries.

Another important equity consideration is the tax inci-
dence. Incidence refers to the bearer of the ultimate burden
of the tax. Some taxes can be shifted from the initial individ-
ual or business that pays the government, to others. “Taxes
initially falling on businesses must all eventually be shifted
to individuals. The final burden may fall on consumers (in the
form of higher prices), on employees (in the form of lower
wages), on suppliers of other inputs (in the form of lower prices
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or rent), or on stockholders (in the form of lower dividends or
stock values)” (Winfrey, 1998, p. 56). Incidence depends on
the elasticity of demand and supply or the relative flexibility
of the buyers and sellers in a market. If buyers have little
flexibility to substitute other goods for the one taxed, the tax
is likely to be borne by them through higher prices for the
good. For example, the demand for cigarettes is relatively
inelastic; higher prices have little impact on the behavior of
smokers (Schiller, 2003). Therefore, even if a cigarette tax is
initially imposed on the manufacturer, the consumer will bear
most of the ultimate burden of the tax through higher prices.

Equity, then, is a difficult concept to determine, for var-
ious reasons. It can be defined in a variety of ways, and the
incidence is often unclear. Even if everyone agreed that a
progressive tax structure is the most fair, people may disagree
on the actual base that should be used for a tax or the degree
of progressivity desired. In addition, equity may conflict with
other concerns, such as efficiency.

7.3.2 Hfficiency

In an efficient world, resources will be allocated to their most
valued use. Taxes increase the price of the thing that is taxed,
such as goods or property. This causes taxpayers to make
different choices with a tax, leading to inefficiency. “When the
tax is introduced, people are forced to adjust their behavior
and consume a different quantity of the taxed good than they
would have otherwise chosen. Because the tax causes changes
in behavior, it also causes economic well-being, alias welfare,
to be reduced” (Anderson, 2003, p. 274). Examples of taxes
that distort behavior exist throughout history, such as the
window tax used in Great Britain in the 1700s: “Taxpayers
resorted to all kinds of avoidance devices, like boarding up
windows until the assessors finished and then opening them
up again. In Edinburgh, a whole row of houses was built
without a single window in the bedrooms” (Adams, 1999,
p. 259).

The existence of the tax itself affects efficiency. The spe-
cific provisions of the tax can also have significant effects on
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the behavior of individuals and businesses. As noted earlier,
the U.S. income tax code treats different types of income
differently and has numerous exemptions and deductions.
“For instance, the large number of Arabian and other very
expensive breeds of horses in the United States has been
attributed to a peculiar loophole in the tax structure. The
special treatment of gas and oil may have led to excessive
drilling” (Stiglitz, 2000, p. 458).

Taxes, then, are more efficient if they minimize changes
in behavior between choices such as work and leisure and
between savings and consumption. However, this can affect
the balance between equity and efficiency. The most efficient
tax would be a lump-sum or “head tax” that imposed the same
amount of tax on everyone and would not affect choices
between various economic activities (Musgrave and Mus-
grave, 1989). However, this would not be considered fair on
either a benefits-received or ability-to-pay basis of equity. The
next section will focus more specifically on the design of major
taxes and questions related to equity and efficiency.

7.4 MAJOR TAX SOURCES

Three primary types of taxes are used in the U.S.: income and
payroll, sales, and property taxes. This section will provide
some historical overview of these taxes and will discuss the
current tax bases and rates used by federal, state, and local
governments. In addition, issues and current reform efforts
will be outlined.

7.4.1 Income and Payroll Taxes

As noted above, income and payroll taxes are by far the largest
source of federal tax revenues. Income taxes are also a large
portion of state tax revenues. Individual income taxes will be
discussed first, then corporate income taxes, followed by pay-
roll taxes.

The federal government primarily relied on tariffs on
imported goods and excise taxes in the nineteenth century.
During the Civil War, an income tax was imposed that lasted
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until 1872. A second attempt at income taxation was made in
1894 but was declared unconstitutional before collection
began. The Sixteenth Amendment was ratified in 1913, begin-
ning the modern income tax. At the start, though, only the most
wealthy individuals paid the tax, and the rates were gradu-
ated from 1 to 6% of income. It was not until World War II
that the individual income tax became broad based, through
the reduction in personal exemptions; the number of taxpay-
ers increased from 4 million in 1939 to 43 million in 1945
(Ventry, 2002).

The federal individual income tax base includes salaries
and wages, commissions/tips, earned interest and dividends,
alimony, rent, and unemployment compensation. Some forms
of income are not taxed, however, such as food stamps, dis-
ability retirement, and Workers’ Compensation. The individ-
ual income tax at the federal level is progressive in design;
the tax is graduated, with six marginal rates (see Table 7.3).
A single individual pays 10% in tax on the first $7,000 of
taxable income, then 15% on the amount of taxable income
between $7,001 and $28,400, etc. Therefore, individuals with
greater incomes pay a higher percentage of their income in
tax.

The complexity of the federal income tax stems from the
large number of items that may be deducted from income
taxes and the way in which some of the deductions are defined.

TaBLE 7.3 Revised Federal Individual Income Tax
Rate Schedules, 2003

Tax Rate Single Income Married Filing Jointly
(%) Range (Dollars) Income Range (Dollars)
10 $0-$7000 $0-$14,000
15 $7001-$28,400 $14,001-$56,800
25 $28,401-$68,000 $56,801-$114,650
28 $68,801-$143,500 $114,651-$174,700
33 $143,501-$311,950 $174,701-$311,950
35 Over $311,950 Over $311,950

Source: Internal Revenue Service, Revised 2003 Tax Rate Schedules.
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These “tax expenditures” reduce the income tax base. A few
of the larger items and estimated amounts of revenue loss for
2002 include deductibility of mortgage interest on owner-
occupied homes ($63.6 billion), deductibility of state and local
property tax on owner-occupied homes ($21.8 billion), child
credit ($22.2 billion), deductibility of charitable contributions
($30.9 billion), and exclusion of pension contributions and
earnings ($129.0 billion) (U.S. Office of Management and Bud-
get, 2003). Some of the deductions are for equity purposes,
for expenses beyond an individual’s control, such as medical
expenses. Others allow deductions for expenses that are related
to earning income, such as reimbursement for job-related activ-
ities. There are also a number of deductions that are the result
of public policies to encourage specific behaviors, such as
charitable contributions (Mikesell, 2003).

Tax expenditures can have a number of negative conse-
quences. According to one expert, “The deductions largely
subsidize activity that would have occurred anyway. They
complicate tax filing and enforcement. They erode the tax base
and thus require higher tax rates than would otherwise be
necessary. They are regressive: only about 28% of all taxpay-
ers itemize but 90% of households with income above $75,000
use the deductions, compared with less than 10% with income
below $30,000. And of course high-income households claim
larger deductions than low-income households.... Why should
homeowners, merely because they have a large mortgage, be
able to deduct charitable contributions or use a tax-deductible
home equity loan to buy a car, when renters with similar
income cannot?” (Gale, 1997, p. 4).

The mortgage interest exemption is just one example of
income tax provisions that can change individual behavior.
“Income taxation may affect the length of time an individual
stays in school by affecting the after-tax return to education,
the choice of jobs (because for some jobs a larger fraction of
the return comes in untaxed ‘benefits’), whether an individual
enters the labor force or stays at home to take care of children,
the number of hours a taxpayer works (when he or she has
discretion over that), whether he or she takes a second job
and the effort put into the job, the amount that the individual



Tax Systems and Structures 247

saves and the form savings take (the choice between bank
accounts and the stock market), the age at which an individ-
ual retires, and whether he or she works part-time beyond
the age of 65” (Stiglitz, 2000, p. 459). These decisions result
in reduced economic efficiency. For example, a 10% increase
in income tax has been estimated to result in a labor supply
decrease of 1.5 to 3.0%, as individuals trade leisure for work
at higher tax rates (Schiller, 2003). In addition, taxation of
interest earnings can encourage current consumption rather
than savings, which can reduce long-term economic growth
that is dependent on savings and investment for increased
capital (Mikesell, 2003).

There has been a great deal of discussion about replacing
the current individual income tax with a “flat tax” with one
single tax rate. Flat tax proponents argue that it would be
more transparent, less costly to administer, and fairer than
the current system because everyone would pay the same
percentage of his or her income in tax, without all the exemp-
tions and deductions in the current system. In addition, it is
argued that this would increase economic efficiency, as indi-
viduals and businesses would not make decisions based on
the tax code (Hall and Rabushka, 1985).

On the surface, this would be a proportional tax, rather
than the current progressive tax. However, under most pro-
posals, the flat tax would apply to salaries and wages but not
to other forms of income such as interest, dividends, and
capital gains. Because these exempted forms of income are
more likely to be earned by wealthier individuals, the flat tax
would actually be regressive and regarded by many as ineq-
uitable (Winfrey, 1998). In addition, the flat tax would sub-
stantially reduce the tax rate paid by the wealthy, who
currently pay the majority of income taxes, which would
require other taxpayers to pick up the slack. Proposals include
exemption of the first several thousand dollars of earnings;
this would protect low-income taxpayers to some extent,
which means that the incidence of the flat tax would be with
middle-income taxpayers. “The major consequence of moving
to a flat rate is a downward shift in the tax burden from the
upper end to the mid-upper range. With nearly 50% of the
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current tax base, and 60% of revenue, accounted for by the
top 10% of returns, the resulting shift to the middle of the
income spectrum would be substantial” (Musgrave, 2002, p. 19).

States also rely heavily on the individual income tax.
Only nine states do not use this tax: Alaska, Florida, Nevada,
New Hampshire, South Dakota, Tennessee, Texas, Washington,
and Wyoming (Mikesell, 2003). Many states “piggyback” on
the federal tax system in their individual income tax struc-
ture. For example, the state may use the federal tax base,
with the state tax owed being a percentage of the federal tax
paid. State income taxes are much less progressive than the
federal tax, however. In most states, the highest tax rate is
4 to 5%. In addition, “nineteen states impose income taxes on
taxpayers at or below the federal poverty level; six states
require families of four with income at one-half of the federal
poverty level to pay income tax” (Brunori, 2002, p. 207). Some
local governments also use an income tax (approximately
3500); most of these are in the state of Pennsylvania (Mikesell,
2003).

The federal corporate income tax applies to net profits,
with provisions for deductions of some things such as capital
depreciation. This tax is graduated, from 15 to 35%. This tax
is controversial. Some portion of corporate income would
escape taxation without the tax, but some income is double-
taxed because individuals pay income tax on corporate divi-
dends. In addition, little is known about the incidence of this
tax. “There is wide disagreement among economists as to who
actually bears the burden. Some studies claim that most of
the corporation income tax is passed on to consumers in the
form of higher prices. This would indicate that the tax is
regressive.... Other studies claim that corporations have not
raised prices in response to tax increases, and therefore, the
burden must reside with the owners” (Winfrey, 1998, pp. 60-61).

Other equity and efficiency issues with the corporate
income tax exist. As with the individual income tax, certain
tax breaks are included in the tax code. One study of 250
large corporations found a wide divergence in the portion of
profits paid in taxes over the period 1996-1998. Forty-one of
the companies, rather than paying taxes, actually received
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rebates from the federal government during this time. Petro-
leum companies in the group paid an overall effective tax rate
of 12.3% in this period, while publishing companies paid a
rate of over 30% (Institute on Taxation and Economic Policy,
2000). In addition to these differences, which can shift
resources between segments of the economy, this tax discour-
ages savings and investment, which results in lower economic
growth. Most states have a corporate income tax similar to
the federal tax. One difficulty with the state tax is that many
corporations do business in more than one state, which
requires the use of formulas to determine the amount of tax
owed in each state (Mikesell, 2003).

The Social Security tax is a federal payroll tax that
applies to wages and salaries and funds the insurance system.
This tax is regressive: it does not apply to other forms of
income, which are more likely to be received by the wealthy,
and there is a cap on the amount of income to which it applies.
In 2003, the Social Security portion of the payroll tax is 6.20%
paid by the employee, with an equal amount paid by the
employer, on maximum earnings of $87,000* (Social Security
Administration, 2003). So, for example, an individual who
earns a salary of $150,000 will pay $5,394, or 3.6% of earnings,
compared to someone who earns $50,000, who will pay $3,100
or 6.2%. Although the payroll tax is paid equally by both
employers and employees initially, most studies have found
that employers shift their portion to employees with lower
wages, so that the burden is actually on the employees (Win-
frey, 1998).

7.4.2 Sales Tax

The federal government does not currently use a general sales
tax (although it does have selective excise taxes on specific
goods such as fuel, alcohol, and tobacco). However, as noted
earlier, sales and gross receipts taxes constitute almost one-half

* The Medicare portion of the payroll tax is an additional 1.45% of earnings
each for the employee and employer, but there is no limit to the earnings
subject to this part of the tax.
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of state taxes and almost 16% of local taxes. General sales
taxes were initiated in West Virginia and Mississippi in the
1930s during the Depression when the property tax was not
sufficient for state spending needs. Only five states do not
utilize a general sales tax: Alaska, Delaware, Montana, New
Hampshire, and Oregon. Approximately 33 states allow local-
ities to levy a sales tax (Mikesell, 2003).

Although everyone pays the same statutory tax rate on
items subject to the sales tax, the tax tends to be regressive
on an annual basis. The poor spend a higher percentage of
their income on taxable items than do the wealthy, so they
also spend more of their income on sales tax. “The very poor
pay a disproportionate amount; the combined effect of sales
and excise taxes is over 17% of income. At the other end of
the scale, those with incomes over $500,000 pay less than 1%
of income” (Winfrey, 1998, p. 60).

However, there is tremendous variation in the sales tax
base across states. For example, as of 1998, groceries were
exempt from sales tax in 27 states, and prescription drugs
were exempt in 44 states. These types of exemptions may
reduce the regressivity of the sales tax, since the poor spend
a large portion of their income on these items. However, these
items also reduce the sales tax base, thus requiring higher
tax rates (Brunori, 2002). States are estimated to lose 20 to
25% of sales tax revenue by exempting food (Due and Mike-
sell, 1994). A number of states also exempt clothing from the
sales tax base, which increases regressivity because the poor
spend less of their income on clothing. The wealthy are esti-
mated to receive a benefit from this exemption that is
41> times greater than for the poor (Mikesell, 2003).

Another thing that affects the equity of the sales tax is
that it has historically been a tax on goods rather than ser-
vices, which made sense in the 1930s when the economy was
primarily manufacturing and agricultural. Services are now
a major part of our economy, comprising 44% of total house-
hold purchases in 2001, up from 31% in 1970 (Mazerov, 2003).
As the sales tax base has shrunk, states have increased sales
tax rates; 36 states raised their rates between 1979 and 1994,
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while only one decreased its sales tax rate (Fox, 1997). Ser-
vices remain largely untaxed. One 1996 study found that, out
of a list of a possible 164 services, 27 states taxed between 1
and 50 services, 17 states taxed between 51 and 100, and only
six states taxed more than 100 of the services (Federation of
Tax Administrators, 1997). Estimates are that states that
currently have relatively low use of service taxation could
increase their sales tax revenue by about 25 to 30% by taxing
the full range of identified household service purchases (Maze-
rov, 2003). “The major obstacle has been the political problem
of taking on large interest groups that are opposed to expan-
sion of the base to their particular service” (Fox, 1997, p. 12).

Another problem for the sales tax base is the increasing
purchase of goods through mail order catalogs and the Inter-
net. Two U.S. Supreme Court decisions made collection of
taxes from these sales difficult;* the decisions reflected Con-
stitutional concerns about interstate commerce. Use taxes are
required to be collected by vendors with a physical presence
in a state (e.g., a store) for purchases that will be delivered
in that state. Other vendors do not have to collect or remit
these taxes, though; purchasers of these goods are supposed
to pay a use tax themselves, but this rarely happens and
enforcement is very difficult except for items that have to be
registered in the state such as vehicles (Mikesell, 2003). The
effects of these shifts in purchasing behavior vary widely
across states; purchases in California are much more likely
to be made in state versus those in Rhode Island, for example,
resulting in a greater impact on revenue in Rhode Island (Fox,
1997).

Estimates are that Internet sales are reducing sales tax
revenues by up to $14 billion per year. States have joined
together on the Streamlined Sales Tax Project to try to sim-
plify the sales tax definitions and rules across the 7600 state
and local governments that levy this tax. Thirty-four states

* National Bellas Hess v. Department of Revenue (386 U.S. 753 1967) and
Quill v. North Dakota (112 S Ct 1904 1992).
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have signed an agreement on this subject, which next needs
to be approved by the state legislatures. The goal is to reduce
the difficulty to retailers in collecting sales tax so that the
states can then ask Congress to lift its current moratorium
on Internet taxation (Swope, 2003).

Taxation of purchases by businesses raises efficiency
issues with the sales tax. Experts generally agree that the
sales tax should be on final consumption rather than on pur-
chases by businesses that will be used in the production
process. Taxing businesses gives incentives to businesses to
do things in house that might be better done through an
outside vendor. In addition, as discussed earlier, the ultimate
burden of business taxes is on some group of individuals.
However, while some business purchases are exempt from
sales tax, they still comprise up to 40% of the sales tax base.
“Business purchases are taxed because significant revenues
can be raised, political advantages can be realized since tax
burdens are hidden from voters, and it can be administratively
difficult to decide whether certain purchases are for final
consumption or for intermediate purposes” (Fox, 1997, p. 11).

Some experts believe that the federal government should
move from taxation of income to a consumption tax. The
argument is that this would provide incentives for increased
savings rather than consumption, leading to economic growth.
Also, a consumption tax allows individuals to make decisions
about the amount of tax they pay through their purchasing
choices. Most other industrialized countries use a centralized
value-added tax (VAT), which applies the tax to each stage of
the production process (as opposed to the retail sales tax used
by U.S. states that only applies to the final purchase). Each
business pays a tax on its purchases but then is reimbursed
for this payment when it sells a product in the next stage;
the final consumer bears the ultimate burden of the tax (Mike-
sell, 2003).

7.4.3 Property Tax

Property tax is a little-used tax at the state level but accounts
for 73% of total local government taxes. This tax can be a tax
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on personal and/or real property and therefore is based on
accumulated wealth rather than current income or consump-
tion. Personal property taxes may be assessed on tangible
property such as vehicles, boats, furniture, and machinery, as
well as on intangible property such as stocks and bonds. There
are significant enforcement difficulties with taxation of some
types of personal property because they are difficult to value
and/or can be easily moved. This accounts for the fact that
personal property tax is only about 10% of the total property
tax base nationally, although there is variation across states;
although nine states do not tax personal property at all, it
comprises about 42% of the property tax base in West Virginia
(Fisher, 1996).

The primary base for this tax is real property: homes,
land, farms, and businesses. The tax for residential property
is based on market value in most states, as determined by a
property assessor (the institutional location of the assessment
function varies by state; in some states, this is done centrally,
while in others it is done on a countywide basis, and in others
it is even more decentralized). The basis for nonresidential
property may be either market value, cost (which includes the
value as well as the cost of improvements), or income (used
for property such as apartments, this estimates the value of
future income to the owner).

Tax rates are then set by government jurisdictions, gen-
erally as part of the annual or biennial budget process. In
some cases, the governing body has the authority to set the
tax rate, but in others tax rate increases or extensions of the
tax rate beyond a certain period of time require a public
referendum. In most places, the tax rate is the same for all
real property. In about 19 states, though, tax rates or assess-
ment ratios can vary for different groups of property (for
example, residential versus nonresidential property). This
classification system allows for certain types of property own-
ers to bear more or less of the tax burden than would other-
wise occur (Mikesell, 2003).

There is debate among experts about the incidence and
efficiency of the property tax. The “benefit view” sees the
property tax as being related to the benefits received by those
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who pay the tax. “People are willing to pay more, other things
equal, to live in communities with comparatively good services
and low taxes, and this translates into higher prices for local
properties” (Oates, 2001, p. 22). This relationship between
taxes and benefits, based on this theory, leads to relatively
efficient allocation of resources. However, this tax has tradi-
tionally been seen as being regressive because poorer families
spend a larger share of their income on housing.

The “new view” of the property tax takes a different
perspective, and “sees the tax as a levy on capital that leads
to certain kinds of distortions both in housing markets and
in local fiscal decisions. Since the tax base includes structures
and other improvements to land, the tax discourages building
and other activities by inflating their cost” (Oates, 2001,
p- 22). Proponents of the new view see property tax as leading
to inefficient allocation of resources. On the other hand, these
theorists argue that property tax is progressive because it is
a tax on capital, which is disproportionately held by the
wealthy. Empirical evidence is not clear on which view is more
accurate, and some experts believe that both may be valid to
some extent (Oates, 2001).

A number of other concerns with the property tax exist.
Vertical and horizontal equity requires that assessed valua-
tions be done regularly and that they accurately reflect the
market value (or other basis for assessment). Many govern-
ments do not have the resources for frequent revaluations, so
assessed values may not be kept up to date; since the value
of one neighborhood may change at a different rate than that
of another, this results in inaccurate valuations and some
property owners paying more than they should, while others
pay less. Uniformity of assessed valuation has historically
been a major difficulty with the property tax (Fisher, 1996).

In some cases, current market value is not the basis for
residential property assessments. Since the passage of Prop-
osition 13, California has used a system where properties are
reassessed only upon sale. Florida and Michigan have similar
rules. “This structure of reassessment only on sales disrupts
the property market (because prospective buyers would face
a different property tax than would the prospective seller),
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creates a property record substructure of sales without
recorded deeds as individuals seek to avoid property tax
adjustments that would accompany a recorded sale, and
causes similarly situated properties to pay widely different
property tax” (Mikesell, 2003, p. 397). This then creates both
inefficiencies and inequities in property taxes.

Another issue relates to the relationship between the
value of the property and its use. For example, farmers fre-
quently complain that they are paying more in taxes than
their land is worth to them. As urban areas expand toward
farms, the market value of the farmland increases, even
though the farmer’s earning ability from the land has not
changed. For this reason, most states have methods of easing
the burden for farmers, such as through reduced tax assess-
ments. There are also other forms of protection for certain
types of property taxpayers. Properties owned by nonprofit
organizations and government are usually exempt from prop-
erty taxation. Partial exemptions are also available in most
places for the elderly and veterans. In addition, most states
include “circuit breaker” programs to help individuals whose
tax bills comprise a large portion of their income; these pro-
grams involve a reduction in the state income tax (Fisher,
1996).

Inequities also exist in the fiscal capacity across taxing
jurisdictions. This has been a major issue in recent decades
for school financing. “Critics argue that the property tax is
inherently unfair because large disparities in tax bases across
school districts lead inevitably to large differences in spending”
(Evans et al., 2001, p. 209). The constitutionality of education
finance systems has been challenged in 43 states, and as of
1999 courts had overturned systems in 19 states. This has
resulted in changes in state aid patterns and a shift to larger
reliance on state funding of public schools (Evans et al., 2001).

The property tax has a long history of controversy. “It is
impossible to cite another tax that was accepted so widely
with so little protest as was the American property tax. On
the other hand, it is difficult to think of one that has been
criticized so passionately” (Fisher, 1996, p. 122). This is due
to a variety of factors, such as the assessment inequities cited
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above. In addition, this tax is one of the most visible taxes;
homeowners receive a property tax bill each year, so they
know exactly how much they are paying (Oates, 2001), and
it is often paid in one or two lump sums, unlike other major
taxes, which are paid more regularly throughout the year.
However, the property tax persists as a primary source of local
government revenue. Property taxes “...are unpopular with
the electorate, with enlightened and craven politicians alike,
and with many academic observers — but they endure
because they produce reliable, stable, independent revenue
for the governments closest to the people and there is no
clearly superior alternative for providing fiscal autonomy”
(Mikesell, 2003, p. 390).

7.5 TRENDS AND IMPLICATIONS

After looking at individual taxes, what can one say about tax
systems as a whole? This section will address this question
as well as implications of several trends in taxation. The
discussion will first focus on the equity of tax systems, fol-
lowed by revenue diversification trends. Economic develop-
ment initiatives at the state and local levels will then be
reviewed. The section will conclude with an overview of the
current fiscal situation.

7.5.1 Equity of U.S. Tax Systems

As noted throughout this chapter, wide disagreement exists
about how to define equity or what the appropriate level of
equity would be for tax systems. However, one can discuss
the degree to which the current structures are progressive or
regressive, and how that has changed over time. Federal taxes
have become less progressive since the 1960s. The top marginal
tax rate for the individual income tax was 90% in 1963, down
to 33% in 1986; this rate has fluctuated somewhat since then
and is currently 35%. The payroll tax rate has increased from
7.25% in 1964 to 15.3% in 1990 (combined employer and
employee shares). The corporate income tax rate decreased
from 52% in 1963 to 38% in 1994 and is currently at 35%. At
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the same time that wealthy taxpayers had their tax burdens
lessened, the gap between income levels for the rich and poor
was increasing; the wealthiest 5% of families had a 33%
increase in the share of total income between 1968 and 1998,
while the poorest 20% of families had the greatest decrease
in their share of total income (Ventry, 2002). On the other
hand, there have been some attempts to reduce the burden
for poorer families through the Earned Income Tax Credit and
lower tax brackets. In addition, the arguments for reducing
the level of progressivity are that it would increase efficiency
and economic growth, which benefits everyone. The extent to
which this is the case is unclear, however.

One way to look at overall progressivity is to compare
the proportions of income by income groups to their portion
of tax payments. Those in the top 1% of income earners receive
13% of total income, while they pay 26% of the total federal
income taxes. The income tax, then, is somewhat progressive.
However, the picture changes slightly when looking at total
federal taxes. Social Security and excise taxes are highly
regressive, as noted earlier, so including these taxes in the
calculation reduces the progressivity of the federal system.
These top earners who receive 13% of total income pay 18%
of total federal taxes. Overall, then, the federal system can
be said to be proportional or very slightly progressive (Schiller,
2003).

What about state and local taxes? One recent study found
that the majority of state and local systems are regressive.
When comparing the portions of income paid by different
groups of income earners, “only four states require their best-
off citizens to pay as much of their income in taxes as middle-
income families have to pay. Only eight states tax their
wealthiest residents at effective tax rates as high as the poor-
est taxpayers are required to pay” (MclIntyre et al., 2003, p. 1).
Families in the top 1% of income pay 7.4% of their income in
taxes, compared to 9.9% for families in the middle 20% and
11.4% for the poorest 20% of families. Most states allow a
deduction for federal income tax itemized deductions, which
makes the picture even more regressive. State and local taxes
have been found to be increasingly regressive over the past
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decade, largely due to the increase in sales and excise taxes
(McIntyre et al., 2003).

However, the finding of regressivity in state and local
taxes is the subject of some dispute. The previous study was
based on annual income levels. Many economists argue that
this method biases tax incidence studies because people may
not reduce their spending patterns if they have temporarily
low income in a given year. “For example, temporary unem-
ployment will reduce income but may have relatively little
impact on spending; the result is a temporarily high tax bur-
den” (Reschovsky, 1998, p. 173). Studies that look instead at
tax burdens over a person’s lifetime find both sales and income
tax to be progressive. However, the lifetime studies require
some major assumptions, which may not be accurate either.
The real result, then, may be somewhere in between.

Can any general conclusions be reached about the struc-
ture of the overall tax system? “For the economy as a whole,
the net effect of the federal, state, and local taxes on income
distribution is not substantial. If one accepts the arguments
that the corporation and property taxes are progressive, the
incidence of taxes overall is slightly progressive. Under other
assumptions, the incidence of all taxes combined is roughly
proportional but regressive for the very poor and the very
rich” (Winfrey, 1998, p. 61).

7.5.2 Diversification

Tax systems have changed dramatically over time in this
country. As noted earlier, the individual income tax at the
federal level did not affect most Americans until after World
War II. States received over one-half of their tax revenues
from the property tax at the beginning of the 1900s (Bartle,
2001), with no use of a general sales tax or income tax; that
pattern has completely reversed, with property tax constitut-
ing about 2% of state tax revenues. Local governments still
rely heavily on the property tax, but its use has declined, and
other taxes now comprise 27% of total local taxes. There is a
continued effort at diversification of revenue sources; some of
this involves shifts away from taxes to sources such as user
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charges (Bartle, 2002), but there have been some major shifts
in the use of taxes as well. Diversification efforts have been
particularly intense at the local level and to some extent at
the state level. What factors have been driving these changes?

One issue has been the court cases and concerns regard-
ing school funding equity. As discussed earlier, heavy reliance
on the property tax to fund elementary and secondary educa-
tion has resulted in large spending variations across school
districts within a state due to disparities in property wealth.
This has resulted in an increased use of state aid to school
districts (paid primarily through state tax sources of income
and sales tax), and reduced reliance on the property tax.
Evidence from studies shows that on average the shifts to
state aid have resulted in increased equity across school dis-
tricts (Evans et al., 2001).

In addition, tax and expenditure limitations have been
popular since the 1970s. By 1995, only four states, for exam-
ple, did not have some form of tax or spending limitation on
at least one type of local government (ACIR, 1995). Limitation
measures have been initiated by citizen referendum in some
cases and by state legislatures in others. Some are more
binding on governments than others are; for example, a prop-
erty tax limitation that restricts growth in property tax rates
but not growth in assessed valuation may have less of an
effect than limits that restrict growth in both rates and value.
Studies have shown that property tax limitations on local
government have led to reductions or reduced growth of prop-
erty tax revenues (Preston and Ichniowski, 1991; Shadbegian,
1998). Property taxes have been replaced in large part by
state aid (at least initially) and user charges (Shadbegian,
1999; Johnston et al., 2000), but states have not always con-
tinued this support over time (Mullins and Joyce, 1996). Over
the long run, though, at least one study has found that local
property tax reliance has not been reduced after imposition
of limitations (McCabe, 2000).

A third factor in the changes in revenue patterns has
been a push for increased diversification of revenue sources for
financial management purposes. Organizations such as the
National Advisory Council on State and Local Budgeting and
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the Government Finance Officers Association have encour-
aged balancing revenue sources to avoid reliance on one main
source. This can help governments to weather economic down-
turns, as some revenue sources will be affected more than
others will. Diversification can also be helpful for balancing
costs of government among various groups of taxpayers
(GFOA, 2002; Ebdon et al., 2002).

An additional trend affecting revenue structures has
been the devolution of functions from the federal government
to state and local governments and from state governments
to local governments. For example, federal aid to local gov-
ernments has decreased since the 1970s, and state aid as a
percentage of state spending has also been reduced in recent
decades. Local governments have thus been forced to either
cut services or increase their own revenues to make up for
these losses. This reduces reliance on the income tax, which
may be more progressive, and increases reliance on other
sources, such as property tax, sales and excise taxes, and user
fees, that may be less progressive (Krane et al., 2003). Mus-
grave (2002) has discussed the difficulty that lower-level gov-
ernments have in using progressive tax systems because of
the potential for individuals and businesses to move to lower-
taxing areas. “Progressive taxation is therefore impeded, espe-
cially since capital is the more mobile factor, and capital
income weighs more heavily when moving up the income
scale. Devolution of expenditure functions, if combined with
federal grants, need not have this effect, but devolution of the
taxing function inevitably retards progressive taxation” (p. 22).

What are the implications of these changes for tax sys-
tems? On the one hand, governments have authority to levy
an increasing array of taxes. For example, in 1950, only one
state allowed local governments to levy a sales tax; by 1997,
this option was available in 33 states, and sales tax is now
the primary source of revenue for local governments in six
states (Krane et al., 2003).

On the other hand, control over revenues has been
reduced by limitation measures and other ballot initiatives
as well as school finance equity concerns (Sheffrin, 1998;
Sokolow, 2000). California is an extreme case; voters have
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passed a series of initiatives that have drastically reduced the
flexibility of state and local governments over taxes and bud-
get allocations. The state, for instance, is now required to
spend 40% of its general fund on elementary and secondary
education. These measures, in addition to the authority that
Proposition 13 gave to the state over local property tax dis-
tribution, have affected state aid to local governments. Local
governments in the state now have significantly less control
over their revenues. School districts controlled 54% of their
total revenues in 1978, down to 6% in 1995; with counties,
the reduction was from 50 to 20%, and cities decreased from
controlling 66 to 43% (Greenblatt, 2002).

The shift in sources also has equity and efficiency impli-
cations. User charges, which have increasingly replaced taxes
at the state and local levels, are more efficient because they
are based on benefits received. Consumers make choices based
on the utility they receive from the good or service, and this
price mechanism leads to a more efficient allocation of
resources. However, those who support an ability-to-pay mea-
surement of equity may be concerned by the regressivity of
user charges. Sales and excise taxes, which also tend to be more
regressive than other taxes, are also increasing in use; as
noted earlier, this has reduced the progressivity of state and
local tax systems. The future adequacy of sales tax is also an
issue, due to the decline in the sales tax base discussed earlier.

7.5.3 Economic Development

A focus on economic development in recent decades has led
to high levels of competition among state and local govern-
ments. These efforts to attract and retain businesses have
affected tax systems. States have instituted tax policies to
give “breaks” of various sorts, such as tax credits for capital
investment or increased jobs. Local governments also have
some tools available for these purposes, such as property tax
abatements and tax increment financing for development
projects (Mikesell, 2003). In recent years, an emphasis has
been placed on targeting these incentives towards specific
types of businesses; for example, states are trying to attract
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businesses that are more mobile and have substantial out-of-
state sales, believing that this will increase state revenues
and economic activity (Enrich, 1998).

Many experts agree that these programs are not good
tax policy. First, taxes appear to be a factor in business loca-
tion decisions within a region but are not significant in inter-
regional movement, so the premise of many of these programs
may be faulty (Mikesell, 2003). Second, these programs are
economically inefficient if they do induce businesses to make
decisions that they otherwise would not. Third, incentives
that are targeted toward specific sectors are particularly
harmful in that they provide inducements for movement of
capital investments towards tax-favored sectors and away
from more valued sectors (Enrich, 1998; Mikesell, 2003).
Finally, reductions in state and local tax revenues that result
from these programs have to be subsidized by other taxpayers.
Overall, “the economic benefits that they purport to generate
are highly questionable, and the costs they entail, with
respect to both state revenues and the national economy, are
quite substantial” (Enrich, 1998, p. 74).

From a political standpoint, however, these programs are
popular and as long as some states compete, others feel com-
pelled to play the game as well. The fear of losing residents
and businesses to other states also affects other tax policy
decisions. “The most powerful limitation on the ability of
states to tax progressively is the widespread perception that
business and household mobility make progressive tax struc-
tures unworkable” (Brunori, 2002, p. 193). This partially
explains the movement towards more regressive state and
local tax structures noted earlier. However, little evidence
exists to support the idea that more progressive tax structures
will result in flight to other states. For example, greater eco-
nomic growth in the past two decades has been experienced
in states with higher income tax burdens (Brunori, 2002).

7.5.4 Fiscal Stress

The recent downturn in the economy has led to significant
fiscal stress for governments. After experiencing surpluses for
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several years, the federal government is projecting deficits in
the $400 to 500 billion range, due to a combination of the
economy, tax cuts, and war in Iraq. States and local govern-
ments are experiencing their hardest time in decades, in spite
of setting aside reserve funds during the boom years of the
1990s. California’s budget crisis is even considered a major
factor for the recall election of Governor Gray Davis.

States have been very hard hit by the recession, which
has had a lasting effect on budgets. Tax revenues decreased
by 6.3% between fiscal years 2001 and 2002 (Jenny and
Nathan, 2003). The picture remained bleak after the first
quarter of 2003: “This is the seventh straight quarter with a
decline in revenue after adjusting for inflation and enacted
tax changes. This means that states are steadily losing ground
on the revenue side of their budgets, even before we consider
factors such as population growth and its attendant increases
in demand for state services” (Jenny, 2003, p. 3). The impact
has been felt more heavily in states with greater reliance on
personal income tax because individual income losses have
been larger among the wealthy. Sales tax has also been
affected, although to a smaller extent because this tax is less
elastic than income tax (Jenny, 2003).

Local governments are also suffering. In some respects,
diversification of revenue sources may have hurt these gov-
ernments, however, rather than helped. For example, property
tax has historically been a more stable source that is less
dependent on the economy than are income and sales tax.
Governments that have increased reliance on sales or income
tax in recent decades may have more difficulty coping with
this downturn. In addition, states have partially dealt with
their own problems by reducing aid to local governments.

The long-term implications of the current crisis on tax
systems remain to be seen. Sixteen states enacted tax increases
for fiscal 2003 (Jenny and Nathan, 2003). States have
increased taxes five quarters in a row, in stark contrast to the
tax cuts that occurred over the previous seven years (Jenny,
2003). The extent of tax changes and the effects of increases
on the equity and efficiency of tax systems are not yet clear.
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7.6 CONCLUSIONS

Income tax and general sales taxes were not even in use in
this country a century ago. Today, it is difficult to imagine life
without these major taxes, along with the third leg of the tax
stool, the property tax. Each of these has undergone signifi-
cant changes in recent decades, from the types of government
that use the tax to the base that is taxed. The property tax
has come under increasing attack, resulting in decreased use
relative to other taxes, but it remains the primary tax for
local governments. Sales tax is also under some pressure.
While it is more popular with the public than other taxes are,
and its usage by state and local governments has increased,
the sales tax base is shrinking due to the movement towards
a service economy that is largely untaxed and the increase in
currently untaxable Internet purchases. The income tax has
undergone significant changes since the 1980s also, particu-
larly at the federal level where the highest tax rates have
been reduced and increased provisions have been made to
protect low-income individuals.

Changes in tax systems often require tradeoffs between
equity and efficiency. For example, some argue that the recent
federal income tax cuts were inequitable because the wealthy
were disproportionately favored. Others, though, believe that
these cuts will improve efficiency by encouraging savings and
investment; ultimately, if this is true, everyone will be better
off in the long run than we are now, although disparity in
incomes will be greater. These are complex issues, made more
difficult because we do not always understand the actual
incidence of the tax, and it is not easy to sort out the effects
of tax changes. In addition, there is lack of agreement as to
the ideal level of equity desired in a tax system.

“Whoever hopes a faultless tax to see, hopes what ne’er
was, is not, and ne’er shall be” (Alexander Pope, as quoted in
Adams, 1999, p. 257). Each tax has weaknesses. One benefit
of diversifying tax sources is that the weaknesses of one tax
may be offset to some extent by the strengths of another. For
that reason, the entire tax system for a government should
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be evaluated, rather than basing conclusions on a portion of
the tax revenues.

We have focused our discussion on the application of
economic principles to tax systems in the U.S. Tax policy is
not made in a vacuum by economists, though; it is made as
part of the political process by elected officials. In a discussion
of how decisions are made regarding the use of taxes by
various levels of government, Bird noted, “The tax assignment
that actually prevails in any country inevitably reflects more
the outcome of political bargaining in a particular historical
situation than the consistent application of normative princi-
ples” (as quoted in Krane et al., 2003, p. 19). This is equally
true of other decisions related to tax policy. However, this fact
does not reduce the importance and necessity of understand-
ing the probable consequences and implications of these deci-
sions on our tax systems.

REFERENCES

Adams C. For Good and Evil: The Impact of Taxes on the Course of
Civilization. Lanham, MD: Madison Books, 1999.

Advisory Commission on Intergovernmental Relations. Tax and
Expenditure Limits on Local Governments. March 1995.

Anderson JE. Public Finance. Boston: Houghton Mifflin Company,
2003.

Bartle JR. Changes and reforms in tax and public revenue systems.
In K. Tom Lion, ed. Handbook of Public Management Practice
and Reform. New York: Marcel Dekker, Inc., 2001, pp. 159-182.

Bartle JR. Trends in local government taxation in the 21st century.
Spectrum 76: 26-29, 2003.

Brunori D. The limits of justice: The struggle for tax justice in the
states. In Thorndike JdJ, Ventry DJ Jr., Eds. Tax Justice. Wash-
ington, D.C.: The Urban Institute Press, 2002, pp. 193—-219.

Due JF, Mikesell JL. Sales Taxation: State and Local Structure and
Administration. 2" ed. Washington, D.C.: The Urban Institute
Press, 1994.



266 Ebdon

Ebdon C, Krane D, Bartle J. Local government revenue diversifica-
tion in mid-America. Working paper, University of Nebraska at
Omaha, 2002.

Enrich PD. The rise — and perhaps the fall — of business tax
incentives. In Brunori D, Ed. The Future of State Taxation.
Washington, D.C.: The Urban Institute Press, 1998, pp. 73—88.

Evans WN, Murray SE, Schwab, RM. The property tax and educa-
tion finance. In Oates WE, Ed. Property Taxation and Local
Government Finance. Cambridge, MA: Lincoln Institute of Land
Policy, 2001, pp. 209-235.

Federation of Tax Administrators. Sales taxation of services: 1996
update. Research Report #147, April 1997, http://www.taxad-
min.org/fta/pub/services/rr147.pdf.

Fisher GW. The Worst Tax? A History of the Property Tax in America.
Lawrence, KS: University Press of Kansas, 1996.

Fox WF. Importance of the sales tax in the 21%t century. In: Murray
MN, Fox WF, Eds. The Sales Tax in the 21st Century. Westport,
CT: Praeger, 1997, pp. 1-14.

Gale WG. Tax reform is dead, long live tax reform. Policy Brief No. 12.
Washington, D.C.: The Brookings Institution, February 1997,
http://www.brookings.org/comm/policybriefs/pb12.htm.

Government Finance Officer’s Association. Best Practices in Public
Budgeting, 2002, http://www.gfoa.org/services/nacslb/Practices/
4 6.htm.

Greenblatt A. Enemies of the state. Governing 15(9): 26-31, 2002.

Hall RE, Rabushka A. The Flat Tax. Stanford, CA: Hoover Institu-
tion Press, 1985.

Institute on Taxation and Economic Policy. Study finds resurgence
in corporate tax avoidance, October 19, 2000. http://www.ctj.org/
itep/corp00pr.htm.

Internal Revenue Service. Revised 2003 tax rate schedules,
http://www.irs.gov/formspubs/article/0,,id=109877,00.html.

Jenny NW. State tax revenue — slowing again. State Revenue Report,
The Nelson A. Rockefeller Institute of Government, 52, June 2003.
http://www.rockinst.org/publications/fiscal_studies/RR_52.pdf.



Tax Systems and Structures 267

Jenny NW, Nathan RP. The states in straits. Government Finance
Review April: 10-14, 2003.

Johnston JM, Pagano MA, Russo PA Jr. State limits and state aid:
an exploratory analysis of county revenue structure. State and
Local Government Review 27(2): 86-97, 2002.

Krane D, Ebdon C, Bartle J. Devolution, fiscal federalism, and
municipal revenues: theory versus reality, under review, 2003.

Lee RD, Johnson RW. Public Budgeting Systems, 6% ed. Gaithers-
burg, MD: Aspen Publishers, Inc., 1998.

Mazerov M. Expanding sales taxation of services: options and issues.
Center on Budget and Policy Priorities, June 2003.
http://www.cbpp.org/3-24-03sfp.pdf.

McCabe BC. State institutions and city property taxes: revisiting
the effects of the tax revolt. Journal of Public Budgeting,
Accounting and Financial Management 12(2):205-229, 2000.

McIntyre RS, Denk R, Francis N, Gardner M, Gomaa W, Hsu F,
Sims R. Who pays? A distributional analysis of the tax systems
in all 50 states. 2" ed. Institute on Taxation and Economic
Policy, January 2003. http://www.itepnet.org/wp2000/text.pdf.

Mikesell JL. Fiscal Administration. 6% ed. Belmont, CA: Wadsworth,
2003.

Mullins DR, Joyce PG. Tax and expenditure limitations and state
and local fiscal structure: an empirical assessment. Public Bud-
geting and Finance 16(1):75-101, 1996.

Musgrave RA. Equity and the case for progressive taxation. In
Thorndike JJ, Ventry DdJ Jr, Eds. Tax Justice. Washington, D.C.:
The Urban Institute Press, 2002. pp. 9-24.

Musgrave RA, Musgrave PB. Public Finance in Theory and Practice.
5th ed. New York: McGraw-Hill, Inc. 1989.

Preston AD, Ichniowski C. A national perspective on the nature and
effects of the local property tax revolt, 1976—-1986. National Tax
Journal 44(2): 123-145, 1991.

Oates WE. Property taxation and local government finance. In Oates,
WE, ed. Property Taxation and Local Government Finance. Cam-
bridge, MA: Lincoln Institute of Land Policy, 2001, pp. 21-31.



268 Ebdon

Reschovsky A. The progressivity of state tax systems. In Brunori,
D, ed. The Future of State Taxation. Washington, D.C.: The
Urban Institute Press, 1998, pp. 161-190.

Schiller BR. The Micro Economy Today, 9" ed. Boston: McGraw-Hill
Irwin, 2003.

Shadbegian RdJ. Do tax and expenditure limitations affect local gov-
ernment budgets? Evidence from panel data. Public Finance
Review 26(March): 118-136, 1998.

Shadbegian RdJ. The effect of tax and expenditure limitations on the
revenue structure of local governments, 1962-87. National Tax
Journal LII(2): 2221-2237, 1999.

Sheffrin SM. The future of the property tax: a political economy
perspective. In Brunori D, ed. The Future of State Taxation.
Washington, D.C.: The Urban Institute Press, 1998, pp. 129-146.

Social Security Administration. Fast facts and figures about Social
Security. Office of Research, Evaluation and Statistics, June
2003. http://www.ssa.gov/policy/docs/chartbooks/fast_facts/2003/
index.html.

Sokolow AD. The changing property tax in the West: state central-
ization of local finances. Public Budgeting and Finance 20(1):
85-104, 2000.

Steuerle CE. And equal (tax) justice for all? In Thorndike JdJ, Ventry
DJ Jr, Eds. Tax Justice. Washington, D.C.: The Urban Institute
Press, 2002, pp. 253—284.

Stiglitz JE. Economics of the Public Sector. 3'9 ed. New York: W.W.
Norton & Company, 2000.

Swope C. States approve sales-tax pact. Governing 44(16): 44, 2003.

U.S. Census Bureau, 1997 Census of Governments, Volume 4, Gov-
ernment Finances, Table 2. Summary of State and Local Govern-
ment Finances by Level and Type of Government: 1996-97. Issued
December 2000. http://www.census.gov/prod/gc97/gc974-5.pdf.

U.S. Office of Management & Budget. Budget of the United States
Government Fiscal Year 2004, Analytical Perspectives.
http://www.whitehouse.gov/omb/budget/fy2004/pdf/spec.pdf.



Tax Systems and Structures 269

Ventry DdJ Jr. Equity versus efficiency and the U.S. tax system in
historical perspective. In Thorndike JdJ, Ventry DJ Jr, editors.
Tax Justice. Washington, D.C.: The Urban Institute Press, 2002,
pp. 25-70.

Winfrey JC. Social Issues: The Ethics and Economics of Taxes and
Public Programs. New York: Oxford University Press, 1998.






Fiscal Characteristics
of Public Expenditures

SUZANNE LELAND

Department of Political Science, University of
North Carolina at Charlotte, Charlotte, NC

8.1 INTRODUCTION

Public expenditures help educate children, keep our streets
safe, help people get to and from work, and provide medical
treatment to the elderly and poor, to name just a few things.
They are also the playing fields for politicians. They reflect
compromise, negotiation, and the interpretation of public
preferences made in the halls of our capitals and state and
local governments. They are part of the budgeting system that
must match the revenues derived from myriad sources. Essen-
tially, the decision to allocate public expenditures determines
who gets what from government.
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Several economic issues are involved in the allocation of
public expenditures in our federal fiscal system. Public expen-
ditures can be defined as money allocated by governments for
the provision of public goods and services. According to the
U.S. Census definition, general expenditures include all
expenditures with the exception of those for government util-
ities, liquor stores, and employee retirement funds. For the
purpose of this chapter we will utilize this definition.

When discussing the economic impact of public expendi-
tures, we cannot view them in isolation. Public expenditures
are part of the budgetary process. At the federal level, this
means that for every tax dollar collected, there can be at least
a dollar increase in government spending, also known as
deficit spending (or the accumulation of debt). At the state
and local government level, expenditures must match reve-
nues because budgets are required to balance. If a state has
budget shortfall of $38 billion dollars (such as California in
2003), the state must find a way to balance its books. This
means cutting services, raising taxes, or a combination of
both. Either way, the choices are painful.

It is also important to understand that both positive and
negative consequences occur when the government taxes and
spends citizens’ dollars. Unsurprisingly, tax increases have a
negative economic impact because they represent a reduction
in a citizen’s disposable income. The more an individual citi-
zen pays in taxes, the less that citizen can spend on goods
and services. Likewise, all proposed public expenditure
projects show positive economic impacts. However, in the
realm of politics, it is not unusual for proposed legislation to
simply deal with one side of the equation or the other. A tax
cut may be proposed without reductions in expenditures, and
expenditures may be proposed without an increase in reve-
nues (Sims, 2003, 1255).

When discussing public expenditures from an economic
perspective, we must also note that the composition of gov-
ernment spending is important. Not all government expendi-
tures have equal economic effects. Some types of expenditures,
such as K-12 education, are labor intensive and regionally
acquired. They produce a relatively high local employment
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effect. They also improve the productivity level of the overall
workforce in that region. Expenditures such as highway con-
struction also produce different facets of economic growth.
Initially, the hiring of construction workers and materials
stimulates the local economy, but in the long run, the highway
may also contribute to the economy by providing a reduction
in regional transportation costs. Finally, other types of expen-
ditures such as corrections produce local jobs but could argu-
ably contribute little to the overall economic climate of the
region (Sims, 2003, 1255).

8.2 THE GROWTH OF PUBLIC
SECTOR EXPENDITURES

Public expenditures in general increased 60-fold during the
twentieth century, while per capita spending increased nearly
20 times during this period (Winters, 1996). Government
expenditures were only 13% of personal income in 1927, but
then grew rapidly during WWII, reaching 45% of personal
income in 1946. Changes have been somewhat modest over
the last few decades. In the 1970s, spending generally rose
slightly, while it rose more rapidly in the 1980s due to the
buildup in defense expenditures, the rapid growth of Medicare
and Social Security, and the mounting interest bill on the
nation’s debt. Expenditures had been relatively flat through
the 1990s, settling in at about 47% of personal income (ACIR,
1995). A decade later, government spending is once again
increasing due to the recession and the war with Iraq.

All levels of government — national, state, and local —
are responsible for such unabated growth. Buchanan (1977)
argues from a public choice perspective that population
growth, urbanization, income elasticity of demand for public
goods, and a lack of productivity improvements in the labor-
intensive delivery of government services (Baumol’s disease)
all contribute to at least half of the explanation of the growth
in the size of government. The rest could in part be explained
by the motivational structure of government, such as electoral
incentives and the voting of bureaucrats for larger govern-
ment (Buchanan, 1977).
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8.3 FISCAL FEDERALISM

Before we begin to describe and analyze expenditure patterns
across the U.S., it is first important to understand how expen-
diture patterns are driven by our political system. Expenditures
in the U.S. are best described as complex intergovernmental
arrangements marked by specialization and diversity. Due to
our unique system of federalism, each level of government in
the U.S. “specializes” in the allocation of resources to specific
areas. Our federalist system is a unique arrangement created
by the Founding Fathers, who envisioned citizens as actors
who give their consent to the Constitution. The Constitution
then modestly allocates powers to both national and state
governments. The national government possesses delegated
powers such as those listed in Article I, Section 8, where the
Constitution grants Congress the power to coin money, regu-
late commerce among states and foreign nations, and declare
war. Powers that are “not delegated to the United States”
government are reserved to the states via the Tenth Amend-
ment. Powers are never spelled out but they are protected in
other ways. For example, Article IV promises that state
boundaries will be inviolate and guarantees a republican form
of government. It is then the Supreme Court’s job to oversee
such relationships and to act as the final arbiter in the
arrangement (Wright, 1990).*

Primarily redistributive programs, such as Social Secu-
rity and healthcare, drive the federal government’s expendi-
tures. The federal government also spends a considerable
amount of resources on national defense, homeland security,
and interest payments on its current debt. At the state level,
budgets are required to balance, and expenditures for public
programs are an interesting mixture of both redistributive

* Originally the federal government and state governments operated in
separate spheres, or what is known as dual federalism largely shaped by
early landmark Supreme Court decisions under Supreme Court Justice
Marshall. Eventually dual federalism eroded and gave way to a more mod-
ern version of federalism known as “marble cake federalism,” where both
spheres overlap and boundaries between the state and federal governments
are blurred (Wright, 1990).
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and developmental expenditures. The 50 state governments,
in the aggregate, spend their money on education, highways,
health and human services, corrections, and welfare. The
story at the local government level is quite different; local
governments are creatures of the state and have very little
incentive to provide redistributive expenditures such as wel-
fare and healthcare. Instead, they focus on spending their
resources on economic development, specifically education,
infrastructure, and public safety (Peterson, 1995).

Although the provision of public services (and therefore
expenditures) in the United States is often determined by the
type of government (such as postal services by the federal
government), the provision of public services also occurs coop-
eratively in many other policy areas. Completely independent
operation of these levels would produce politically unaccept-
able results. In some areas, provision of public services and
goods independently without cooperation between govern-
mental entities would inflict severe burdens on some unluck-
ily placed individuals and businesses and leave some lower-
level governments in chronic fiscal crisis. Such problems pro-
duce the need for joint provision of services by multiple gov-
ernments (Mikesell, 2003, 508). In multilevel fiscal
relationships, grants typically transfer spending power or the
command over resources from one government to another.
Grants can compensate for spillover costs to nonresidents,
encourage fiscal equity in a region, help smaller governments
develop new programs, and promote new management prac-
tices (Mikesell, 2003, 519). The following section of this chap-
ter will describe and compare the most recent expenditures
and trends at each level of government followed by a brief
discussion on budgeting and planning for those expenditures.

8.4 U.S. EXPENDITURE PATTERNS COMPARED
TO OTHER NATIONS

In comparison to those in most other industrialized nations,
government expenditures in the United States are relatively
small. To compare across nations, we use the percentage of
Gross Domestic Product (GDP). Real GDP is defined as the
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Figure 8.1 1998 Percentage of GDP by revenue and expenditure
for selected states. Source: The World Development Report
2000/2001. (2001). New York: Oxford University Press.

output of goods and services produced by labor and property
located in a particular country* (U.S. Department of Com-
merce, 2003). The World Development Report of 2000-2001
demonstrates that government revenues and expenditures in
the U.S. are about 20% of the GDP. (See Figure 8.1.)**

This is remarkably less than other industrialized coun-
tries such as Belgium (with tax revenues of 43% and expendi-
tures of 44% of GDP), France (tax revenues 39%, expenditures
44% of GDP), Germany (tax revenues 26%, expenditures 31%

* Real GDP is an important indicator to track because it provides a greater
and broader sectoral detail than any other series. Data reflect income as
well as expenditure flows. Sectoral coverage includes durable and nondu-
rable goods, structures, and services. Also, price data by sector are available
for detailed subcomponents. Because of the detail available in the GDP
reports, this series provides comprehensive information on supply and
demand conditions, including information for various types of developing
imbalances over the business cycle (U.S. Department of Commerce, 2003).
*%* The author would like to thank Gary Mitchell for his help with the
figures and tables.
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of GDP), Israel (tax revenues 35.5%, expenditures 45%), the
Netherlands (tax revenues 42.5%, expenditures 45.5%),
Norway (tax revenues 34%, expenditures 34%), Sweden (tax
revenues of 35%, expenditures 41%) and the United Kingdom
(tax revenues and expenditures 35.5%). Even South Africa (tax
revenues 24.5%, expenditures 27% of GDP) and Zimbabwe
(tax revenues 25.5%, expenditures 34%) have higher levels of
revenue and expenditure in comparison to GDP. Notice that
Australia is the only industrialized nation close to the U.S.,
with the total percentage of GDP by tax revenues of 22% and
23% for expenditures. It is also interesting to note that in
1998, most nations were running budget deficits, where their
expenditure outlays were greater than their revenues with
the exception of the U.S., the U.K., and Norway, where reve-
nues and expenditures reported were roughly equal.

8.5 FEDERAL EXPENDITURES

Richard Musgrave (1959) described essentially three roles for
government: allocation, stabilization, and distribution. The
first role, allocation of society’s resources, occurs when market
failure exists and the private market is not efficient. Govern-
ment steps in to correct for the market inefficiency. An exam-
ple would be the provision of national defense. Stabilization
is the second role of government, according to Musgrave.
Stabilization pertains to macroeconomic concerns about policy
areas such as inflation, the monetary system, interest rates,
and the overall employment rate. The third and final role of
government according to Musgrave is distribution. This is
primarily concerned with the division of income and other
resources such as in-kind aid among citizens (Musgrave,
1959). It typically involves redistributing resources from the
wealthy to the poor. Examples of redistribution at the national
level are the Social Security and Medicare programs, which
provide a safety net for elderly people who, prior to the pro-
grams, were overrepresented among the poor. As mentioned
before, federal, state, and local governments have different
expenditure responsibilities. Overall, federal expenditures
are concerned with all three roles of government and have
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Figure 8.2 United States federal government spending by major
category, per capita, 2000. Source: K. Hovey and H. Hovey. 2002.
State Fact Finder. Washington, D.C.: CQ Press, pp. 120-127.

evolved over time into a patchwork of programs and regula-
tions. The federal government spends money on national
defense, foreign affairs, Social Security, Medicare, interest on
public debt, and payments to state governments for Medicaid
and other welfare programs. State and local governments do
not typically pay for the national defense, nor do they pay for
Social Security and Medicare.

To better understand how the federal government allo-
cates its expenditures, we will first look at most recent per
capita average expenditures nationwide and their subsequent
breakdown into four basic categories. (See Figure 8.2.) In 2000,
the federal government spent on average $5,609 per capita.
This amounts to over one quarter of all economic activity in
the United States (Hovey and Hovey, 2000, 132). A total of
$3,238 per capita went to individuals (almost 58%), making
this the highest expenditure category overall. This category
includes food stamps, federal pensions, Social Security, and
Medicare. To demonstrate how much of this category is dom-
inated by entitlement spending for the elderly, Medicare and
Social Security make up $2,326 of the $3,238, leaving only
approximately 28% of individual payments being allocated to
other individual payment programs (Hovey and Hovey, 2000).



Fiscal Characteristics of Public Expenditures 279

Entitlements are a specific type of government expenditures
for which the federal government has set eligibility criteria.
Examples of this type of program are Medicare and Social
Security, where eligibility is determined by age. If an individ-
ual meets the criteria, that individual is “entitled” to money.

Federal entitlement programs are mandatory and there-
fore to some degree uncontrollable in the federal budgetary
process. This is not only because these programs are famous
for being politically sacred but because the money allocated
to these programs cannot be changed from year to year unless
Congress makes a proactive change in the legislation. This is
different from discretionary expenditures, which are only good
for one year and must be renewed by Congress through its
appropriations process (Fisher, 2003, 437). Entitlement
expenditures have grown substantially since the 1960s. In
1962, entitlement spending only accounted for about 31% of
the federal government’s total expenditures. As mentioned
before, in 2000 entitlement expenditures constituted almost
58% of the federal budget. The bulk of this growth occurred
between 1966 and 1976 when entitlements doubled in relation
to the size of the economy, growing from 5.4% of the GDP to
11.3%. During this period, Medicare, Medicaid, and food
stamps were introduced and Social Security benefits were
greatly expanded (Fisher, 2003, 438). In 2000, Social Security
benefits alone constituted the most expensive federal program
ever by paying out an estimated $387 billion in benefits to
the retired, disabled, and those eligible by death of an insured
worker (OMB, 2001).

Payments to individuals as a category of federal expen-
ditures is followed by federal grants to state and local gov-
ernments. Grants to state and local governments with an
average per capita expenditure of $1,067 make up about 19%
of total federal expenditures. Intergovernmental grants
involve assigning federal expenditures to subnational govern-
ments. The revenue from the federal government is primarily
derived from the federal income tax, and then the money is
used to offset inequities across state and local governments.
Federal grant money funds a variety of programs, including
Medicaid, highway construction, and social service programs
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(Hovey and Hovey 2000, 119). Federal grant money is often
used to encourage state and local governments to spend their
own sources of revenue on programs by providing matching
grants. Federal grant money is different from direct payments
to individuals because the grants are administered through
state and local government agencies.

The third-largest category of federal expenditures is allo-
cated for procurement (the purchase of goods such as tanks
and space shuttles) with an average expenditure of $707 per
capita or about 16%. The largest subcategory in procurement
is primarily spent on military installations and defense
(Hovey and Hovey, 2000, 119). Finally, federal employee wages
and salaries (civilian and military) comprised the smallest
expenditure, of $597 per capita, less than 11% of federal
expenditures.

8.6 STATE AND LOCAL GOVERNMENT
EXPENDITURES

The purpose of this section is to explain the variation and
diversity of state and local government expenditures. Each
state or local government is unique. Each reflects a diversity
of public choices. For this reason, state-to-state expenditures
and city-to-city or county-to-county expenditures are not uni-
form. For example, in states like Alaska and Hawaii, state
governments play a major role. In other states such as Florida,
New Hampshire, and Texas, local governments account for
the majority of state and local expenditures (Fisher, 1996).
Table 8.1 demonstrates this diversity by examining total
state expenditures (see columns 1 and 2). In fiscal year 2000,
California, the most populous state (population almost 34
million), spent $134 billion in public expenditures. This differs
considerably from a small state such as Wyoming (population
493,782), which spent only a little over two billion dollars in
fiscal year 2000. However, if we control for population and
look at per capita expenditures, we get a very different pic-
ture. California now ranks twelfth in expenditures instead of
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TaBLE 8.1 State Total Expenditures, FY 2000
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Total Expenditure

(in Thousands Total Per Capita
State of Dollars) Population Expenditure Rank
Alabama 14,399,604 4,447,100 3,238 32
Alaska 5,972,185 626,932 9,526 1
Arizona 15,283,545 5,130,632 2,979 40
Arkansas 8,966,540 2,673,400 3,354 28
California 134,203,791 33,871,648 3,962 12
Colorado 12,485,324 4,301,261 2,903 43
Connecticut 14,855,976 3,405,565 4,362 7
Delaware 3,912,687 783,600 4,993 3
Florida 42,485,698 15,982,378 2,658 48
Georgia 23,091,711 8,186,453 2,821 45
Hawaii 5,975,493 1,211,537 4,932 4
Idaho 4,038,683 1,293,953 3,121 39
Illinois 36,895,333 12,419,293 2,971 41
Indiana 19,187,811 6,080,485 3,156 36
Towa 10,520,387 2,926,324 3,595 20
Kansas 8,417,471 2,688,418 3,131 38
Kentucky 14,196,788 4,041,769 3,513 25
Louisiana 14,765,628 4,468,976 3,304 30
Maine 4,850,079 1,274,923 3,804 16
Maryland 17,342,654 5,296,486 3,274 31
Massachusetts 26,821,422 6,349,097 4,224 9
Michigan 39,003,752 9,938,444 3,925 13
Minnesota 19,674,542 4,919,479 3,999 11
Mississippi 10,049,045 2,844,658 3,533 24
Missouri 15,837,256 5,595,211 2,831 44
Montana 3,324,887 902,195 3,685 19
Nebraska 5,536,622 1,711,263 3,235 33
Nevada 5,369,012 1,998,257 2,687 47
New Hampshire 3,884,463 1,235,786 3,143 37
New Jersey 28,160,194 8,414,350 3,347 29
New Mexico 7,985,407 1,819,046 4,390 6
New York 81,370,941 18,976,457 4,288 8
North Carolina 27,241,758 8,049,313 3,384 27
North Dakota 2,568,668 642,200 4,000 10
Ohio 36,143,917 11,353,140 3,184 35
Oklahoma 8,788,311 3,450,654 2,547 50
Oregon 13,154,826 3,421,399 3,845 15
Pennsylvania 41,936,697 12,281,054 3,415 26
Rhode Island 3,987,382 1,048,319 3,804 16
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TaBLE 8.1 (coNTINUED) State Total Expenditures, FY 2000

Total Expenditure

(in Thousands Total Per Capita
State of Dollars) Population Expenditure Rank
South Carolina 14,194,639 4,012,012 3,538 23
South Dakota 2,227,744 754,844 2,951 42
Tennessee 15,821,917 5,689,283 2,781 46
Texas 53,832,163 20,851,820 2,582 49
Utah 7,956,320 2,233,169 3,563 22
Vermont 3,067,606 608,827 5,039 2
Virginia 22,608,544 7,078,515 3,194 34
Washington 21,950,637 5,894,121 3,724 18
West Virginia 6,490,829 1,808,344 3,589 21
Wisconsin 20,645,476 5,363,675 3,849 14
Wyoming 2,254,058 493,782 4,565 5
United States 963,736,423 280,849,847 3,432 N/A

Source: Adapted from Hovey and Hovey, 2000.

first, with a per capita average of $3,962. Wyoming now
spends considerably more ($4,565 per capita) and ranks fifth.

Among local governments, there is really not a single
structure that is duplicated. Therefore the quantity and qual-
ity of expenditures for certain programs vary tremendously.
The one thing that all local governments have in common is
they are creatures of the state. In other words, local govern-
ments are dependent upon their respective state governments
for authority. For this reason, another way to look at subna-
tional expenditures is to view them in combination. Once local
governments have been figured into the equation, expenditure
rankings change again. Table 8.2 demonstrates that per cap-
ita expenditures vary again. California, our twelfth state in
expenditures, now moves up to number nine, and Wyoming
has moved to third.*

What drives state and local expenditures? There are sev-
eral explanations. First and foremost, the national economy

* The authors acknowledge the data are from different years, 2000 and
1999. Combined state and local data for the year 2000 were not yet available.
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TaBLE 8.2 State and Local Total Expenditures, FY 1999

Total Total
Expenditures  Per Capita Expenditures as Rank

(in Millions Total a Percentage of Per
State of Dollars)  Expenditures Personal Income Capita
Alabama 23,378 5,350 24.3 34
Alaska 8,085 13,041 47.1 1
Arizona 24,062 5,036 214 41
Arkansas 11,752 4,607 21.8 50
California 217,970 6,576 23.6 9
Colorado 23,503 5,795 19.8 21
Connecticut 22,262 6,783 18.2 5
Delaware 4,889 6,484 22.2 11
Florida 80,663 5,338 20.1 35
Georgia 41,057 5,272 20.6 36
Hawaii 7,789 6,573 24.5 10
Idaho 6,195 4,948 23.0 45
Illinois 69,283 5,713 19.2 23
Indiana 29,540 4,971 19.9 44
Towa 16,138 5,625 22.7 26
Kansas 13,366 5,036 19.7 42
Kentucky 20,421 5,155 23.2 40
Louisiana 23,810 5,446 24.4 30
Maine 6,963 5,557 23.7 28
Maryland 27,941 5,402 17.7 32
Massachusetts 40,986 6,637 20.0 7
Michigan 57,058 5,784 21.7 22
Minnesota 31,874 6,674 22.9 6
Mississippi 14,299 5,164 26.0 39
Missouri 26,585 4,862 19.2 47
Montana 4,739 5,367 25.3 33
Nebraska 9,983 5,992 23.2 17
Nevada 10,848 5,997 20.9 16
New Hampshire 5,890 4,904 16.7 46
New Jersey 51,265 6,269 18.5 12
New Mexico 10,578 6,079 28.8 14
New York 160,937 8,844 27.5 2
North Carolina 42,198 5,515 22.0 29
North Dakota 3,783 5,967 26.1 18
Ohio 63,475 5,639 21.6 25
Oklahoma 15,682 4,670 21.2 49
Oregon 21,911 6,608 25.7 8
Pennsylvania 70,689 5,894 21.5 19
Rhode Island 6,137 6,192 22.2 13
South Carolina 21,159 5,445 24.4 31
South Dakota 3,552 4,846 20.4 48

Tennessee 30,641 5,687 22.9 27
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TaBLE 8.2 (conTINUED) State and Local Total Expenditures, FY
1999

Total Total

Expenditures  Per Capita Expenditures as Rank
(in Millions Total a Percentage of Per

State of Dollars)  Expenditures Personal Income Capita
Texas 100,327 5,005 19.7 43
Utah 12,370 5,807 26.4 20
Vermont 3,352 5,643 22.9 24
Virginia 35,499 5,165 18.4 38
Washington 40,177 6,980 24.7 4
West Virginia 9,389 5,196 25.6 37
Wisconsin 31,673 6,033 23.1 15
Wyoming 3,542 7,379 29.6 3
District of Columbia 6,273 12,087 31.9 N/A
50 states 1,619,666 5,951 22.0 N/A
United States 1,625,939 5,963 22.0 N/A

Source: Adapted from Hovey and Hovey, 2000.

affects state and local fiscal decisions. Periods of growth,
recession, and inflation all contribute to how states allocate
their resources. Federal aid is also another substantial influ-
ence. Larger than the revenue from any single state tax, such
as sales or income tax, federal aid to state government makes
up approximately one-quarter of state revenue sources. When
the federal government cuts back on aid or increases aid, this
inversely affects public expenditures at the state level. Like-
wise, when a state government holds back aid to local gov-
ernments, it also affects expenditures at the local level. Some
federal aid also goes to local governments directly, and cuts
in aid also directly impact local government expenditures.
Local governments either turn to the state level for funds,
raise local taxes, or cut service levels.

Within a particular region, shifts in economic activity
and changes in demographics also affect expenditure deci-
sions. The aging of a state population may cause the state to
spend more money in the area of health services, while the
influx of a young immigrant group may drive states’ educa-
tional expenditures (Fisher, 1996).
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Total Spending for FY 2000 = $963,736,423 (in thousands).

Figure 8.3 General expenditures of states by major functions (in
thousands of dollars). Source: Adapted from The Book of States,
Vol. 34. The Council of State Governments, 2003, Lexington, KY.

When we look at the general expenditure patterns across
states by major functions, several patterns emerge. (See Fig-
ure 8.3.) Education constitutes the largest expenditure cate-
gory. This is followed by public welfare, hospitals, and
healthcare. The third largest expenditure category is high-
ways. Corrections and police is the fastest-growing sector of
state expenditures. Finally, financial administration, natural
resources, and employment security administration make up
the final categories.

8.7 CURRENTTRENDS IN PUBLIC EXPENDITURES:
THE DEVOLUTION REVOLUTION

The most recent phase in the evolution of the American fed-
eral system that directly impacts expenditures is what is
called the “Devolution Revolution.” The core concept of devo-
lution involves turning back federal domestic programs to
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state and local governments with an emphasis on the rear-
rangement rather than the reform or diminution of public
authority. Devolution as a part of political rhetoric has taken
on many meanings. Devolution, or defederalization, in its
purest form, means state and/or local governments will now
be responsible for the financing, implementation, and respon-
sibility of specific programs. In other versions, devolution can
mean as little as the decrease in federal grants-in-aid without
removing federal mandates. The author of this chapter views
devolution as the reduction of authority, resources, and legit-
imacy of the federal government and as an opportunity for
state and local governments to inherit or take over the author-
ity, resources, and legitimacy of domestic programs. The polit-
ical ramifications of this definition of devolution also mean a
more limited interpretation of the “enumerated powers” and
a broader interpretation of the Tenth Amendment by the
Supreme Court (Leland, 2001).

In the 1990s, legislation passed to expand state discre-
tion over transportation expenditures, drinking water stan-
dards, and highway safety. But perhaps the most
revolutionary example of devolution is welfare reform. Wel-
fare reform is the most recent example of the transfer of
authority, resources, and legitimacy from the federal govern-
ment to the states. National legislation signed into law in
1996 abolished a 60-year tradition of federal aid to the poor
(Donahue, 1999, 27). Freestanding state programs replaced
federal programs. Known as The Personal Responsibility and
Work Opportunity Reconciliation Act (PRWORA), this legis-
lation shifted Aid to Families with Dependent Children (an
open-ended matching formula grant) to Temporary Assistance
to Needy Families, a federal block grant. This change in juris-
diction was intended to provide states with more flexibility in
constructing and administering their welfare benefits. It has
broken the long tradition of federal administration of safety
net programs.

Another example of how devolution could potentially
affect expenditure patterns at the federal, state, and local
levels is the passage of a law prohibiting the imposition of
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unfunded mandates. The intention of the act, promoted by
then-Speaker of the House Newt Gingrich and the 104%* Con-
gress, was to limit the federal government’s power to adopt
federal mandates for state and local governments without
paying for the costs. This was promise number eight in the
Contract with America. As is true for most legislation, the
final product looks different from the original intention. And
although the Clinton administration publicly claimed to have
welcomed the Unfunded Mandates Reform Act, its acceptance
of the bill came at great cost. In order to pacify the concerns
of several environmental and public interest groups, the bill
was weakened substantially. While the act establishes a pro-
cedure that is supposed to make it more difficult to enact
mandates, huge loopholes remain. First and foremost, the act
does not apply to existing unfunded mandates. However, it
was the burden of such mandates that states and localities
fought for in the first place. Second, the act exempts certain
categories of new unfunded mandates including those that
enforce the constitutional rights of individuals; those that
prohibit discrimination on the basis of characteristics such as
race, sex, age, and disability; and those that are designated
as “emergency legislation” by the president and Congress.
Third, when new federal mandates are proposed, the act only
applies to bills that have been reported out of a Congressional
committee. Yet bills that are not reported by committee can
still be considered on the floor. Also, usually the time between
the conference committee vote and the final vote by the entire
Congressional body is too brief to calculate accurate cost esti-
mates of the mandate. These loopholes mean that the costs
of federal mandates often will escape close scrutiny. While the
act provides for a point of order in either the House or Senate
for new unfunded mandates, a simple majority in either house
can vote to override the veto. For a mandate that has a lot of
support, this is not a very cumbersome procedural hurdle. In
sum, the Unfunded Mandates Reform Act is really what some
call a “Toothless Tiger"— a law with little power and therefore
little impact on our nation’s expenditure patterns (Nathan,
1997).
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8.8 CONCLUSIONS

This chapter has examined and analyzed public expenditures
across our federal fiscal system. The purpose of this chapter
was to provide a comprehensive overview of the diversity and
complexity of federal, state, and local government public
expenditures in the U.S. It was also intended to provide a
current snapshot of how each level of government is allocating
its resources. Several trends were highlighted, including the
size and growth of public expenditures over the last several
decades and devolution of responsibilities from the federal
government to state and local governments.
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9.1 INTRODUCTION

As lawmakers draft their tax cut for fiscal year 2004, one of
the most contentious issues has nothing to do with taxes but
concerns whether the package ought to contain any help for
the financially struggling states.*

Grant-in-aid payments from the federal government to
state and local governments in the U.S. soared upwards for
almost three decades (1950 to 1970). Since then, however,
these grants have been less certain and shrinking relative to
state and local government spending, and states and localities

* Helping the states, Washington Post, May 8, 2003, p. A30.
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have come to increasingly rely on their own sources of funding
(taxes, fees, charges, etc.). The strong economy of the past
decade had increased revenues for many governments gener-
ating surpluses and a fiscal environment that favors tax cuts.
Since early 2001, a national recession has taken the focus of
governments in the U.S. from “surplus management” to “def-
icit reduction”; the fiscal year 2002 has been claimed by states
and localities as the worst deficit situation in several decades,
and some claim it is the worst they have seen. History sug-
gests that the fiscal structure of a federal system of govern-
ment creates a situation where “deficits at the top of the food
chain will trickle down to the bottom level” (Miranda and
Pincur, 2003). As the federal government struggles with its
projected deficits,* it is likely that federal grants to states and
localities will be reduced further, making the state and local
deficits worse, and so on until we can see a sustained economic
recovery.

Intergovernmental grants (referred to as grants) are
designed to deal with such budgetary tensions at different
levels of government (Oates, 2003). Counter-cyclical flows of
intergovernmental grants from federal to state and local gov-
ernments have been used in the recent past, in the U.S. From
1972 to 1987, federal revenue sharing grants were used to
alleviate revenue constraints at the subnational level. Fiscal
experts in the U.S. have supported the idea of temporary
revenue sharing grants during the current recession as one
measure to counter the business cycle. Others have cautioned
against the use of such counter-cyclical measures because it
might create perverse incentives for states and thereby

*The U.S. Congressional Budget Office, in May 2003, estimated the annual
federal deficit would exceed $300 billion. This excluded the additional tax
cuts proposed by President Bush for the fiscal 2004 budget year. The highest
deficit ever was $290 billion in 1992. But because the U.S. economy is much
larger today than it was then, Republicans argue that today’s projected
shortfall will have less of an impact (New York Times, May 12, 2003).
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reverse the trend towards self-sufficiency at the subnational
level.* This dilemma is characteristic of the debates about the
use of intergovernmental grants in the U.S. and in other
countries. While there is a normative theory of intergovern-
mental grants (discussed in this chapter), for most part the
practical applications of grants take place in a political-econ-
omy context where ideology, at best tempered by some norms,
is decisive in the design of policy.

Section 9.2 describes the relevant history of intergovern-
mental grants in the U.S. (focusing on federal grants to states
and localities). The rationale for grants in a federal system is
described in Section 9.3. The taxonomy of grants used in the
U.S. along with the fiscal effects of each type of grant on the
grant recipient government is discussed in Section 9.4. Vari-
ous policy questions about the use of federal grants in the
U.S. are reviewed in Section 9.5, and this section provides
some directions for research on intergovernmental grants.
Finally, Section 9.6 provides a summary of this chapter.

9.2 PERSPECTIVES FROM THE U.S. DATA
ON INTERGOVERNMENTAL GRANTS**

The literature and policy issues described in this chapter
presume some knowledge of the relevant history of federal
intergovernmental grants and state and local government
expenditure in the U.S. Section 9.2.1 discusses the trends in
these data for the past five decades. Federal intergovernmental

* Oates (2003) cautions against creating the expectation of a fiscal “bailout”
for states and localities as undermining responsible and accountable bud-
getary decision making. He points out that macroeconomic stabilization is
not solely a centralized responsibility. States and localities do undertake
some counter-cyclical measures such as the adoption of rainy day funds
(undesignated reserve funds for contingency purposes).

** For a more detailed discussion of trends in intergovernmental grants in
the U.S. see Shama Gamkhar, (2002). The discussion in this section and
Sections 9.2.1 and 9.2.2 are reprinted from this book with the publisher’s
permission.
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grants in the U.S. have undergone significant changes during
the last three decades and Section 9.2.2 provides some per-
spectives on these changes and their effects on the share of
federal intergovernmental grants in state and local spending
for broad functional areas of the state and local public sector.

9.2.1 Trends in Intergovernmental Grants and
State and Local Government Expenditure

Real federal grants (1987 = 100) in the U.S. grew fairly
steadily from the late 1950s and through the decade of the
1960s but declined since the mid-1970s with intermittent
periods of increases (Figure 9.1). The reductions in federal
aid, starting in the mid-1970s, were in sharp contrast to the
several previous decades of rapid growth in federal intergov-
ernmental aid. There has again been some reduction in these
grants in the 1990s, but the grants have leveled out during
the mid- to late 1990s. Total real state and local government
expenditure (1987 = 100) also shows a hint of leveling off in
1990s, though, for most part, over the period 1957 through
1991 this expenditure was steadily rising (Figure 9.2).
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Figure 9.1 Federal intergovernmental grants. Source: Gamkhar
S. Federal Intergovernmental Grants and the States: Managing Dev-
olution. Canterbury, MA: Edward Elgar Publishing Limited, 2002,
p- 2.
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Figure 9.2 State and local government expenditure. Source:
Gamkhar S. Federal Intergovernmental Grants and the States: Man-
aging Devolution. Canterbury, MA: Edward Elgar Publishing Lim-
ited, 2002, p. 2.

9.2.2 The Share of Federal Aid in State and Local
Government Expenditure

During the period 1971 to 1997, federal grants to states and
localities constituted an important lifeline for several social
and economic public programs, ranging from an average of
44% of the total state and local government expenditure on
welfare, health, and hospital programs (welfare programs) to
as little as an average of 4% of the total state and local
government expenditure on education (Table 9.1).

TABLE 9.1 Percentage Share of Federal Intergovernmental
Grants in State and Local Government Expenditure, 1971
to 1997

1971 1975 1980 1985 1990 1995 1997

Education 5.1 4.4 5.0 3.8 3.7 3.8 4.0
Welfare 490 433 434 411 409 448 420
Highways 25.3 200 27.3 264 224 239 24.7
Others 151 173 23.8 12.0 8.9 8.4 8.1
Total 190 206 234 196 152 16.0 153

Source: Gamkhar S. Federal Intergovernmental Grants and the States:
Managing Devolution. Canterbury, MA: Edward Elgar Publishing Limited,
2002, p. 5.
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During the period 1971 to 1980, the percentage of federal
aid in total state and local expenditure increased from 19 to
23%. The percentage of federal aid in state and local expen-
diture decreased between 1971 and 1975 in all categories of
expenditure except in the category of “other” expenditures,
and then increased to the end of the decade. The “other”
expenditures include programs such as environmental and
economic development projects and low-income housing; in
this case, the percentage shares of federal aid rose throughout
this period.

The very high share of federal aid in welfare expenditure
noted in 1971 has a special explanation. During the late
1960s, the federal welfare rolls were very small and the fed-
eral government organized a campaign to enlist qualifying
individuals in the welfare programs. The benefits in these
programs were guaranteed by law to all eligible individuals
and therefore could not be restricted by a limit on federal
appropriation for the program. The increases in welfare
enrollment during the early 1970s resulted in a large increase
in welfare grants in 1971, as observed in Table 9.1 (discussed
below).

Between 1980 and 1990, federal grants to state and local
governments dropped from an average of 23% of state and
local direct general expenditure to about 15% (Table 9.1).
While the share of federal aid in state and local government
expenditure declined in all categories of expenditure during
the years 1980 to 1990, the reductions were the largest in the
“other” expenditure category; in the latter case the share of
federal aid in state and local government expenditure dropped
from 24 to 9%. In contrast, the share of federal aid in welfare
dropped from 43 to 41% during the period 1980 to 1990. The
absence of significant cuts in federal aid for state and local
welfare spending is explained by several factors: economic
recession that continued for most of the early 1980s; the rising
costs of public health care, subsidized by federal grants, such
as Medicaid; and to some extent state budget maneuvers to
obtain additional federal entitlement aid which the Reagan
administration budget-cutting measures were not able to cur-
tail. On the other hand, the decline in the share of federal
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aid in welfare expenditure in 1997 is also explained by the
end of a long period of recession in 1997 and the concurrent
tightening of federal and state conditions on eligibility for
various welfare programs as a part of welfare reform.

9.3 PURPOSE OF GRANT

Intergovernmental grants are a key mechanism for devolution
in a federal system; other methods include the judicial and
legislative delegation of fiscal responsibilities. An example of
judicially mandated reforms in the U.S. federal system are
the court mandated reforms in public school financing, trans-
ferring a greater part of the responsibility for public school
revenues from localities to states (Evans et al., 1997). In a
federal system each level of government has its own set of
expenditure and revenue functions. The basic “principle” for
assigning fiscal functions to different level of governments
should be to provide incentives for public officials at all levels
of government to enact programs where benefits for society
exceed costs, and a jurisdiction proposing a new program
bears the costs of the proposed program and receives benefits
commensurate with the costs incurred (Oates, 2003).

Intergovernmental grants are justified in a federal sys-
tem on various grounds (Oates, 1996):

1. To compensate for external effects of public goods and
services (public programs)

2. To equalize fiscal capacity of decentralized jurisdictions

3. To promote equitable and efficient tax systems via
revenue sharing between central and decentralized
governments in a federation and to act as a macro-
economic stabilizing mechanism for the subnational
government

Selecting an appropriate form, designing the associated
conditions, and determining the method of distribution of
intergovernmental grants are important if the grant is to
achieve the specific purpose. The grant forms mentioned in
this section are described in more detail in the next section.
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9.3.1 Compensate for External Effects

When a program in one jurisdiction or a group of jurisdictions
affects the well-being of others, but without monetary com-
pensation, in these cases economic decisions at the level of
the individual jurisdiction will tend to be suboptimal from
society’s point of view.* In such cases, there are two options
by which the program can be expanded to a size that is socially
optimal: one is to centralize the program funding to the level
of government that encompasses all the jurisdictions that
benefit from the program (if it is politically and constitution-
ally feasible to do this); or intergovernmental grants can be
provided to the jurisdiction(s) whose program benefits spill
over to the other jurisdictions (Oates, 2003). The latter is often
preferred because the lower-level governments are better
equipped to design programs to match the preferences of their
constituents. Grant funds are obtained by the grantor gov-
ernment (state or federal) from taxes on all jurisdictions;
therefore, most jurisdictions end up paying for some or all of
their external benefits in state or federal taxes (Fisher, 1998).
An example of such a benefit spillover arises in the construc-
tion of an extension to a national highway by a locality or a
state. The benefits from the highway extensions spill over to
other jurisdictions that do not incur the cost of constructing
the extension. Federal highway grants to the jurisdiction con-
structing the highway extension could be designed to compen-
sate the jurisdiction for spillover benefits and to provide it
with an adequate incentive to construct the highway. The
appropriate form of a grant for compensating jurisdictions for
programs that provide external benefits is matching grants.

9.3.2 Equalize Fiscal Capacity

Within a federation, state and local governments generally
have different capacities to raise tax revenues even with a

* A similar definition is used for external effects created by the actions of
individuals or groups of individuals — an individual subsidy or tax would
be the appropriate fiscal instrument in this case.
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similar assignment of taxing authority. These differences
between jurisdictions primarily stem from the differences in
their endowment of tax bases; richer communities are able to
raise the same tax revenues as poorer jurisdictions with lower
tax rates and lower effective tax burdens on their residents.
Fiscal inequities across jurisdictions are further aggravated
by the differences in service needs of richer and poorer juris-
dictions; the former are usually comparatively less dependent
on public services than are the latter. An appropriately
designed nonmatching grant can correct fiscal inequities
across jurisdictions; it does not, however, address individual-
level fiscal inequities within a jurisdiction. Equalizing grants
are inversely proportional to the jurisdiction’s fiscal capacity
and directly related to its needs; they should not depend on
the jurisdiction’s fiscal response (Oates, 2003).

Differences in net fiscal burden across jurisdictions can
also induce individual migration among local communities
resulting in a type of externality. Potential migrants in search
of low tax—high service jurisdictions can impose a cost on other
residents of the jurisdiction they move to without making any
compensation for their actions (Hamilton, 1975). This exter-
nal cost arises if the new residents face less in tax cost than
the cost of services they consume, while existing residents are
likely experiencing a reduction in their service or a higher
cost of services or a combination of the two (Fisher, 1996). In
this case market forces should lead to a capitalization of the
fiscal surplus realized by new residents into property values
of the low tax—high service jurisdiction, eliminating the source
of the externality. Higher rents in this jurisdiction will raise
property values. For the process of capitalization to be com-
plete, residents in the relevant jurisdictions need to be highly
mobile and capital markets efficient. In the event that these
preconditions are not met, the proposed externality will persist
and can only be remedied by a suitable policy intervention.
One way to curtail the externality is to use an appropriately
designed intergovernmental grant to the jurisdiction where
the migration originated (high tax—low service jurisdiction)
to lower the cost of services and thereby discourage fiscally
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induced migration. The appropriate form of grant in this case
is one based on the jurisdiction’s tax effort.

A variant of a tax effort—based fiscal equalization grant
is used to eliminate fiscal inequities created by the financing
of public school education with property taxes. The underlying
principle is that equal tax effort per pupil should generate
equal revenue per pupil for public school education. States
have used intergovernmental grants to guarantee equal rev-
enue per pupil for equal tax effort by the jurisdiction respon-
sible for providing public school (K-12) education. These
grants, among other formula features, tend to be inversely pro-
portional to the jurisdiction’s property wealth and directly
proportional to its tax effort.

9.3.3 Promote Efficient and Equitable
Tax Systems

Taxes at the state and local levels entail greater inefficiencies
relative to national taxes. Economic theory suggests that the
same tax revenues can be raised, with less distortion of eco-
nomic decisions, by jurisdictions with a broader geographic
coverage. This criterion would, ceteris paribus, make the tax
levied by a national government less distorting than the
tax levied by a state or a local government because residents
have fewer choices to avoid the national tax via relocation.
Additionally, state and local governments also tend to shift
the burden of their taxes onto other jurisdictions — tax expor-
tation — resulting in inefficiencies (Oates, 2003). For example,
the hotel-motel tax is often used by these governments and
is mostly paid by nonresidents. Tax exportation lowers the
cost of public services in the tax-exporting jurisdiction to
below the full cost of these services. Consequently, residents’
demand for public services rises beyond the socially desired
level. Lastly, the larger scale of operations at the federal level
offers greater opportunities for economies of scale in admin-
istering a tax at the national level than at the state and local
level (Oates, 2003). Finally, national governments are also more
effective in redistributing individual income with the use of
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progressive taxes than state and local governments are. In this
case state and local government taxes are prone to leakages in
revenue due to mobility of residents induced by fiscal differen-
tials across jurisdictions resulting from tax progressiveness.

What all this suggests is that the federal government,
by virtue of its broader geographic coverage, limited tax shift-
ing possibilities, and greater scope for progressive taxes, is
likely to be more effective and efficient in raising tax revenues
than state and local governments can be. This line of reason-
ing is often proposed for using federal tax revenues coupled
with federal intergovernmental grants to states and localities,
as a substitute for state and local tax revenues. These inter-
governmental grants in this case are typically in the form of
a revenue-sharing grant, with the federal government impos-
ing a uniform tax on all jurisdictions and distributing the
proceeds to these jurisdictions based on a revenue-sharing
formula. The federal government in the U.S. initiated a rev-
enue-sharing program of a modest magnitude during much
of the 1970s and 1980s to transfer federal revenues to state
and local governments unconditionally.*

9.4 TYPES OF GRANTS AND THEIR
FISCAL EFFECTS

9.4.1 Taxonomy of Federal Aid Design Features

The key features of federal aid programs include form of the
grant, the limits on funding, and the formula for distribution
of grants across the grant recipient jurisdictions. The federal
grant forms considered in the U.S. can be classified as cate-
gorical, block, and shared revenues (Table 9.2). A categorical
grant is one that is directed to a narrowly specified activity.
Block grants provide a broader functional focus and greater

* Oates (2003) cautions that an excessive use of central government support
of state and local expenditure on public services could undermine the
effectiveness of local governments as providers of public services.
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TaBLE 9.2 Federal Intergovernmental Grants: Design
Characteristics

Categorical
Matching
Design Non- Open- Closed- Cost Shared
Types matching Ended Ended Reimbursed Block Revenues
Matching None Yes Yes? None None® None
required
Federal Yes None Yes None Yes  Yes
funding
limitation
Formula f/p f t/p f f f
() vs.

project (p)

2 Federal share of the matching funds stops once the appropriation limit on federal
funding is reached.

b Most block grants have no requirement of statutory matching funds from the
grant recipient.

Source: Gamkhar S. Federal Intergovernmental Grants and the States: Managing

Devolution. Canterbury, MA: Edward Elgar Publishing Limited, 2002, p. 20.

discretion in the use of funds by the grant recipient. The
distinction between categorical and block grants can be illus-
trated by considering separate federal grants for alcohol, drug
abuse, and mental health (categorical) as opposed to a single
grant for all three functions (federal block grant created in
1982). Finally, in the case of shared revenues, there is no
specific function to which these grants are directed and their
use is fully determined by the grant recipient. The U.S. rev-
enue-sharing grant in 1973 to 1987 is the best example of a
revenue-sharing grant.

Categorical grants are further divided into the following
types: nonmatching, matching, and cost reimbursement
grants. Matching grants require matching funds to be pro-
vided by the grant recipient. These grants are further subdi-
vided as open-ended matching and closed-ended matching. In
the case of open-ended matching grants, there is no maximum
limit on the appropriation level at the federal level. The indi-
vidual eligibility conditions for matching open-ended grants
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and the state matching requirements, as specified under fed-
eral law, determine the annual federal commitment of funds
for these grant programs. Federal Medicaid grants for health
insurance coverage of qualified lower income and unemployed
individuals is an open-ended matching grant. Closed-ended
matching grants have a stipulated maximum appropriation
in a particular fiscal year and a specified statutory matching
requirement. The federal highway safety grant is an illustra-
tion of a closed-ended matching grant. In the case of cost
reimbursement grants, the federal government covers all the
costs incurred by grant recipients on specific federal pro-
grams; federal unemployment compensation is funded by a
cost reimbursement grant to states. Nonmatching grants have
no requirement of matching funds to be provided by the grant
recipient, but the federal government does stipulate a maxi-
mum appropriation level in a particular year for each non-
matching grant program (the exceptions are the entitlement
cost reimbursement programs). Federal education grants for
economically disadvantaged youth (Title I grants) are an
example of a categorical nonmatching grant.

Federal grants are distributed either on the basis of a
legislative formula or on a project basis. The formula used to
calculate a recipient’s allotment, in the case of formula grants,
is based on data such as population, population subgroups,
program expenditure, and per capita income. Project grants
are awarded on the merits of a project proposal submitted by
the grant recipient. The federal government also uses a com-
bination of the formula and project methods for distributing
grants. In this case the federal grant allocations to a jurisdic-
tion are determined by a formula and then allotted to a spe-
cific project. Consider wastewater treatment (construction)
grants as an example of a federal program and attempt to
classify it by the above taxonomy: These are closed-ended
matching grants, distributed on a project and formula basis;
the grant allocation formula includes both a measure of prior
funding levels (used to determine a minimum allocation to a
recipient) and the planned current expenditure levels. The
funds are assigned to individual treatment plants in the grant
recipient’s jurisdiction if the project receives federal approval.
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Figure 9.3 Fiscal effects of an open-ended matching grant.

9.4.2 Fiscal Effects of Intergovernmental Grants

Broadly, the fiscal and economic effects of intergovernmental
grants depend on whether the grant is in the form of matching
or nonmatching aid. Matching grants reduce the price of the
grant-funded commodity and have a price effect on the grant
recipient’s spending. On the other hand, nonmatching grants
raise the fiscal resources of the grant recipient jurisdiction,
without affecting relative prices, and these grants have an
income effect on the grant recipient’s spending (Oates, 1972).

In the open-ended matching grant, the grant recipient
government is required to match, according to a specified
formula, each grant dollar accepted from the grantor with a
certain amount of its own revenues (Oates, 1972). Figure 9.3
illustrates the fiscal effects of an open-ended matching grant.
In this case the grant pivots the recipient government’s bud-
get constraint from AB (pre grant) to AQ (post grant); the
slope of the budget constraint in the post-grant situation
reflects the subsidized price of the public service that is being
funded by the open-ended matching grant. For example, if the
slope of the budget constraint is one prior to the grant, and
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the federal matching rate on the grant is 50%, then the price
of the grant-funded service declines by the federal share of
total post-grant spending on the public service by the juris-
dictions (0.5/1.5) or by 33%.* The slope of the budget con-
straint in the post-grant situation is (1 — 0.33) or 0.66. Given
a set of indifference curves representing the preferences of
the jurisdiction (I, II,...), the jurisdiction moves from a pre-
grant equilibrium consumption of the public service (X) at D
to a higher level of consumption at R; the dollar value of the
matching grant at R is $JS.

Federal matching grants are the appropriate form of
grant when there is an externality or spillover benefit from
the public service provided by a jurisdiction. In this case the
federal matching share of the grant should be equal to the
percentage spillover of benefits at the socially desirable level
of the public service. The federal matching share compensates
the jurisdiction for this spillover and thereby provides it the
incentive to deliver the socially desirable level of the public
service. The actual level of public activity selected by the
jurisdiction depends on the price elasticity of demand for
the public service. If the price elasticity is greater than one, the
grant is expected to stimulate the jurisdiction’s public expen-
diture beyond the level that the jurisdiction would have spent,
from its own sources, in the absence of the grant. Alterna-
tively, if the price elasticity of demand of the public service is
equal to one (less than one), then the grant will induce the
jurisdiction to spend, on the public activity, as much as (less
than) what it would have spent from own-source funds in the
absence of the grant. In the case where price elasticity of
demand is less than one, the matching grant will result in
some fiscal substitution or tax relief **

* Analogously, a federal matching rate of 100% reduces the price of the
grant-funded activity by ($1/$2) 50%.

** Fiscal substitution, in the context of intergovernmental grants, is the
use of some or all the grant money for tax relief rather than spending it
on new public expenditure. In accounting terms, all grant money is observed
as spent on the public activity, but in economic terms the grant recipient
jurisdiction could be using grant money to support public expenditure that
it has supported in the past with its own-source revenues (GAO, 1996).
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Figure 9.4 Fiscal effects of a closed-ended matching grant.

Closed-ended matching grants are similar to open-ended
grants (See Figure 9.4), except that in this case the grantor’s
matching stops at a prespecified upper limit on the grantor’s
contribution. The grant recipient’s pregrant budget constraint
is AB, and the postgrant situation the budget constraint pivots
to AEF. The kink in the budget constraint AEF, at E, signifies
the level of public service (G) at which the grantor stops
matching the jurisdiction’s spending on the public service.
Alternatively, G is the level of the public service that requires
just sufficient amount of grant recipient’s resources to fully
draw the grantor’s allocated dollars for the program. For pub-
lic consumption beyond the point G, the slope of the budget
constraint goes back to the pregrant slope EF (parallel to AB),
albeit the total resources available to the jurisdiction now are
larger by total amount of the grant received by the jurisdiction
(the dollar value of the grant is $JS).

The fiscal effects of closed-ended matching grants are
similar to the effects of open-ended matching grants if the
postgrant consumption of the recipient jurisdiction is less
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than G. The recipient’s provision of the public service can be
predicted to expand by the price effect of the grant subsidy
(or the price elasticity of demand for the public service). Alter-
natively, the effect of a closed-ended grant is similar to a
categorical nonmatching grant after the limit on the grantor’s
contribution is reached (at G). Beyond G, the marginal unit
of the public service generates no price subsidy, though the
jurisdiction benefits from the overall increase in income (as
seen in the shift of the budget constraint from AB to EF). In
this latter case, the grant recipient’s spending response to the
closed-ended matching grant is predicted by the income effect
(or by the income elasticity of demand for the public service).

Currently in several federal closed-ended matching grant
programs the federal matching share is relatively high com-
pared to the spillovers that the grants compensate for. Addi-
tionally, in programs that are well established at the state
and local levels, the subnational government’s own-source
funding for the program is substantially larger than required
to draw its federal share of funds for the program. In the
latter context, the price subsidy is not effective on the margin
and the grant serves as an income supplement for the recip-
ient jurisdiction. Both these issues are symptomatic of ineffi-
ciencies in grant design and need to be remedied. Lower
matching rates commensurate with the magnitude of spillover
benefits and open-ended rather than closed-ended matching
grants are recommended by a number of fiscal experts (Oates,
2003; Gramlich, 1987; Bezdek and Jones; 1988). However, the
budgetary constraints and the uncertainty about the commit-
ment of grant funds in the case of open-ended matching grants
limit their use to a handful of federal programs.

Grants designated as categorical, block, or general-pur-
pose fiscal assistance have economic effects on the grant recip-
ient’s spending that are essentially similar since these are all
nonmatching grants. Often the administrative factors associ-
ated with the different ways of structuring these grants could
cause differences in the recipients’ spending responses. In
these cases, as seen in Figure 9.5, hypothetically, a nonmatch-
ing grant of $KS (or in terms of physical units of the public
activity —AN or OP) will shift the postgrant budget constraint
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Figure 9.5 Fiscal effects of a nonmatching grant.

to ANF and the relevant jurisdiction’s consumption of the
public service, depending on the shape of the community
indifference curves, moves from D to L (an income effect).
Note in this case a portion of the grant OP — DL (assuming
the public service has a relative price of one) is ceteris paribus
used by the grant recipient for tax relief, also referred to as
fiscal substitution.* Nonmatching grants are best suited for
fiscal equalization purposes.

One important administrative difference between non-
matching categorical, block, and general-purpose (revenue
sharing) grants is the restriction on the use of the grant
money. When the restrictions take the form of allocations of
certain amounts of grant money to specific categories of public
expenditure, they are binding for the grant recipient jurisdiction

* In cases where the income effect of a nonmatching grant is zero, the fiscal
substitution is equal to one; all grant money is substituting for resources
the jurisdiction would have raised for the public activity in the absence of
the grant. For further discussion on fiscal substitution see Gamkhar (2002,
pp. 74-75).
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only if the jurisdiction is spending less than the amount man-
dated for allocation to a particular category by the grantor.
For example in Figure 9.5, OP is the amount of the public
activity mandated by the grant. In the event that the grant
recipient jurisdiction is already providing this amount of the
public activity from its own sources (prior to the grant), the
additional grant money could be substituted for own-source
funds. Grantors expecting the recipient to substitute grant
money for their own sources of funds introduce several con-
ditions on grant programs to prevent fiscal substitution from
occurring. The most commonly used conditions are mainte-
nance of (spending) effort (MOE) restrictions by the grantor
as a precondition for obtaining the grant. These restrictions
require minimum levels of expenditure on specific program
categories equal to the previous year’s, or an average of a couple
of previous years’, spending on the program category. The
usefulness of this regulatory approach for preventing fiscal
substitution is discussed further in the Section 9.5 below.

9.4.3 Composition of Federal Aid by Form
of the Grant

In measuring the fiscal effects of intergovernmental grants on
the grant recipient’s spending and other budgetary decisions,
the disaggregation of federal grants by form is of crucial impor-
tance (Wilde 1971; Oates, 1972; Gramlich, 1977; Inman and
Rubinfeld, 1997). The data on federal intergovernmental grants
published by the U.S. Census Bureau and U.S. Office of Man-
agement and Budget are organized along functional lines. This
has always been a major obstacle for those doing empirical
work on the U.S. grant system. The functional division of fed-
eral intergovernmental grants in the U.S. Census data is far
more detailed than the four aggregate functional categories
considered earlier in Table 9.1. Since the 1970s, there are on
an average, annually, about 100 functional categories in the
U.S. Census data on federal intergovernmental grants. Each of
these functional categories needs to be reclassified by the form
of the grant it received to empirically measure the economic
effects of grant programs on the grant recipient’s spending.



310 Gamkhar

Transforming federal grants from a functional classifica-
tion to one based on the form of the grant has two main
complications. In many cases, grants classified by function
include programs with both matching and nonmatching com-
ponents. For example, U.S. federal highway grants are closed-
ended matching grants with a few subprograms receiving
nonmatching grants. In such cases the grants considered here
are classified by the form of the subprograms with the largest
dollar value; in the case of federal highway aid, the subpro-
grams with the largest dollar value received closed-ended
matching grants.

Another complication in the classification of grants by
their form arises if the grant changes its form over the period
under consideration. In these cases the grant’s classification
is changed when its form changes. For example, prior to 1982,
a majority of social service grants were closed-ended matching
grants and were classified accordingly, but in 1982 when these
grants were consolidated into a block grant, their classifica-
tion changed to nonmatching grants.*

Table 9.3 provides a division of grants by form for the
period 1971 through 1990. The data indicate that during this
period, matching grants (closed-ended and open-ended com-
bined) have dominated as a preferred form of distribution of
federal grants to states and localities in the U.S. Matching
open-ended grants had the largest share of federal aid among
the different forms of federal aid in 1971 (42%). The share of
these grants declined during the mid- to late 1970s. However,
during the 1980s their share grew, and by 1990 they were
again reinstated to their dominant position in the structure of
federal aid, with a 47% share of total federal aid. Open-ended
matching intergovernmental grants in the U.S. were given
almost entirely to the entitlement welfare programs during

* Parts of this section are excerpted from Gamkhar (2002). For a more
detailed discussion on sources of data on intergovernmental grants and
classification of federal grants in this data, see Gamkhar (2002, p. 18-21).
This division of federal grants by form is only available for the years 1971
through 1990. Updating this data on federal intergovernmental grants
organized by the form of the grant is a direction for future work.
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TaBLE 9.3 Percentage Distribution of Total Federal
Grants to State and Local Governments by the Form
of the Grant, 1971-1997

1971 1975 1980 1985 1990

Nonmatching 17.4 17.8 28.2 314 28.3
Matching open-ended 41.5 29.3 29.9 37.3 47.3
Matching closed-ended 40.9 39.5 33.4 25.8 23.8
Shared revenues 0.3 134 8.5 5.5 0.6
Total 100.0 100.0 100.0 100.0 100.0

Source: Gamkhar S. Federal Intergovernmental Grants and the States:
Managing Devolution. Canterbury, MA: Edward Elgar Publishing Lim-
ited, 2002, p. 9.

this time period. Thus the reasons for the substantial increase
in the share of open-ended matching programs since the late
1980s are similar to the reasons for the increase in welfare
grants, described earlier.

Matching closed-ended grants accounted for about 41%
of total federal aid in 1971. During the 1980s, however, some
of these grants were converted to block grants (classified as
nonmatching grants).* The latter along with the Reagan cut-
backs in aid explain the decline in the share of closed-ended
matching grants during the early 1980s; by 1990 their share
in federal aid had stabilized at 24%.

The effects of the changes in federal matching closed-
ended grants are mirrored in the nonmatching grants. These
grants start with a relatively small share of federal aid in
1971 (17%), but their share of federal aid increased during
the 1980s, due to the creation of block grants. However,
between 1985 and 1990 nonmatching grants dropped in their
share of federal aid. In the U.S., during the period under con-

* President Reagan’s 1981 budget proposal recommended the consolidation
of 90 of the more than 300 categorical programs into block grants. Congress
finally approved, for the 1982 fiscal year, the conversion of 57 categorical
programs into nine block grants, which brought significant reductions in
funding for the consolidated programs relative to their prior categorical
federal expenditures (Peterson et al., 1986).



312 Gamkhar

sideration, the major federal program included in this category
was the revenue-sharing program from 1973 through 1987.

9.5 INTERGOVERNMENTAL GRANT
POLICY ISSUES

Intergovernmental grant systems are the product of a com-
plex set of social, economic, and political forces that shape
intergovernmental relations in a federation. Therefore, the
evolution of the forms of these grants and the policy conse-
quences of grant programs often deviate from the theoretical
predictions described in the previous section, though the the-
ory does provide a useful starting point for policy analysis.
The implications of grant policies in the U.S. during the past
three decades and the reforms in the intergovernmental grant
structure during this period are reviewed in this section.

In the U. S., for almost three decades, the federal gov-
ernment has been decentralizing, or devolving, spending and
financing responsibilities to states and localities. During this
period intergovernmental grants have undergone significant
reforms. The primary nature of the federal aid reform in the
U.S. has been a shift in the funding responsibility for a large
number of social and economic public programs to state and
local governments, noticeably spurred by the federal deficits
of the 1980s. Additionally, federal involvement in the imple-
mentation of some key social programs has been considerably
reduced, partly by converting the federal share of funding for
these programs from categorical to block grants (Gamkhar,
2002).

9.5.1 Responses to Increases and Decreases
in Grants*

Over the last 30 years, a substantial literature, both theoret-
ical and empirical, has addressed the issue of the impact of

* This section is an excerpt, with some modifications, from Gamkhar (2002),
Chapter 2.
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intergovernmental grants on the expenditure decisions of
recipient governments. At the theoretical level, it has been
established, for example, that lump-sum grants to a locality,
in a setting of perfect information, should have allocative and
distributive effects no different than if these funds were dis-
tributed in a particular lump-sum pattern to the residents of
the locality — termed the “veil hypothesis” (Bradford and
Oates, 1971). In short, the local expenditure response to such
grants should be essentially like that of an equivalent
increase in private income (described in Section 9.4). However,
a large body of empirical work has emphatically rejected this
prediction. This literature has found time and again that the
expenditure stimulus to local public programs from uncondi-
tional grants far exceeds that from equal increases in private
income (Gramlich, 1977; Hines and Thaler, 1995; Bailey and
Connolly, 1998). The marginal effect of private income on local
government spending is estimated at $0.10 (Borcherding and
Deacon, 1972), while the estimated marginal effect of uncon-
ditional grants is approximately $0.50 (Hines and Thaler,
1995). This phenomenon has become enshrined as the “fiypa-
per effect,” namely, that “money sticks where it hits.” For a
period of almost two decades beginning in the mid-1950s,
federal grants to state and local governments increased
steadily, and intergovernmental receipts came to make up a
growing proportion of state and local government revenues.
It was during this time that the flypaper effect was first
observed and measured. Thus, the flypaper effect has been
associated with increases in intergovernmental grants and
the powerful stimulus that they appeared to provide to state
and local spending.

Over the last 20 years, in contrast, trends in the magni-
tude of these grants have not been uniformly increasing.
Efforts at fiscal retrenchment under the Reagan administra-
tion in the 1980s, for example, entailed large cuts in a wide
range of federal grant programs to state and local govern-
ments. The data on federal aid described earlier suggest that
federal aid accounts for a substantial share of state and local
government spending in certain key categories. Reductions in
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federal aid are likely to have significant effects on program
size in these categories of spending unless states respond by
picking up the slack left by the loss of federal aid.

This has raised an interesting question of whether the
response to cuts in intergovernmental grants is similar in
sign and magnitude to the response to increases in these
grants. Gramlich (1987) observed that, during this period of
retrenchment, states and localities responded to the cutbacks
in grant support by picking up most of the slack: they
increased their own taxes and largely replaced the lost grant
funds so as to maintain levels of existing programs. If Gram-
lich’s observation is generally correct, it suggests a basic
asymmetry in the response to intergovernmental grants: it
suggests that, while state and local spending is highly respon-
sive to increases in these grants, it is relatively insensitive to
the loss of grants. The implication is thus that intergovern-
mental money sticks where it hits, but that it comes “unstuck
without leaving a gaping hole” — that while its disbursement
brings additional money into a community, its removal leaves
no noticeable void in funding (Gamkhar and Oates, 1996).

However, there are a number of reasons for suspecting
that the response to decreases in grants may differ from that
to increases in such funds — an asymmetric response. Gramlich
(1987) suggests that programs become entrenched and
develop clientele that make large abrupt cutbacks politically
difficult when grant money declines. Gramlich observed that
during the Reagan administration cutbacks, a number of
states and localities responded by raising taxes rather than
cutting expenditured on programs that had lost federal funds.

The evidence on the spending response of grant recipient
governments when grants are increased and decreased sug-
gest that the fiscal response by state and local governments
to fluctuations in intergovernmental grants varies depending
on the program and the type of grant recipient government.
Symmetry would suggest that total state and local spending
should decline when grants are reduced, by the amount by
which spending increased when federal grants were rising.
Instead the response may be asymmetric, where a dollar
decrease in the federal grant may lower spending by grant
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recipients by less than the symmetric response, resulting in
some replacement of lost federal dollars; alternatively, a
greater reduction than the symmetric response may occur in
the grant recipient’s spending. The case where the spending
response of the grant recipient to cuts in grants is less than
to increases in grants is referred to as the “fiscal replacement”
form of asymmetry, and the case where the spending response
to cuts in grants is greater than to increases in grants is called
the “fiscal restraint” form of asymmetry.

Some evidence from the local level suggests a retrench-
ment of local programs relative to the response that would
have been expected based on an assumption of a symmetric
response (Stine, 1994; Goodspeed, 1998). However, these stud-
ies face a complex task of separating out the effects of federal
and state aid to localities. During the period of reductions in
federal aid, some states raised their aid to localities to offset
some of the losses of revenue at the local level, and other
states restricted aid to localities to diffuse the effect of federal
aid reductions on their own budgets. At the state and at the
combined state and local level, the empirical tests of the
symmetry hypothesis are mixed; they suggest that there is
some replacement of lost federal aid in programs such as
welfare (Volden, 1999) and highways (Gamkhar, 2000), but
the size of the asymmetry coefficient is very small. The latter
measures the difference in the response to rising and falling
grants. Therefore, from a policy perspective, the replacement
of the federal revenues by states is small and could mean a
substantial reduction in the size of state and local government
programs that receive federal aid. The results of the more
aggregative studies of state and local government spending
for all types of programs (Gamkhar and Oates, 1996) suggest
an overall symmetric response, though such an aggregative
approach has its own limitations of averaging out the various
types of underlying responses; some of these could well be of
the replacement kind and others of the fiscal restraint kind.*

* For a more detailed review of the literature on this issue see Gamkhar
(2002).
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An important difference in devolution is taking shape in
this latest phase of U.S. federalism during the post-1990s
boom period: States and localities are less favorably posi-
tioned today as compared to the earlier periods in taking on
the responsibilities of raising revenues relative to their spend-
ing needs. There is, though, substantial evidence of innovative
new sources of revenue at the state and local level, in partic-
ular through fees, charges, various new forms of private
financing, and public debt. However, these new forms of
financing, coupled with a shrinking tax base, are not perceived
as adequate for states to meet their increased spending
responsibilities (Kenyon, 1999; Dye and McGuire, 1997).
Additionally, over the most recent business cycle in the 2003
fiscal year, the decline in income tax revenues (Jenny and
Nathan, 2003) by a dramatic 13% (California personal income
tax collections were down 40% during the fiscal year 2003)
has placed states in the worst budget gap in many decades.
A survey of state actions in this latest phase of budget deficits
suggests that states have undertaken tax increases, cut
expenditures, used budget reserves, and retrenched their
labor force in several ways (Jenny and Nathan, 2003). The
question regarding state responses to increases and decreases
in federal aid merits further consideration in this latest phase
of U.S. federalism.

9.5.2 The Effectiveness of Block Grants
versus Categorical Grants

A second type of reform in federal intergovernmental grants
in the U.S., one that predates the cutbacks, is the advent of
a hybrid category of grants called the block grants. Block
grants are created by a consolidation of a set of related cate-
gorical grants. They come with fewer strings attached and
more freedom for the grant recipient in the use of the grant
funds. The grantors often provide implicit or explicit incen-
tives for the grant recipient to innovate and experiment or
simply support existing local strategies for serving citizens’
needs in effective ways. The experience with block grant pro-
grams in general suggests an increase in local participation
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and experimentation in decisions about how to use grant
funds. Spending on these programs has also benefited, to some
extent, from the added fiscal and budgetary flexibility
(Gamkhar, 2002).

Researchers have been concerned about the use of block
grants for federal redistributive programs in the U.S. The
basic theory of federalism suggests that decentralized deci-
sion making in these programs is likely to result in inadequate
levels of welfare benefits for the poor. This primarily occurs
due to fiscal competition between states and localities for the
wealthier tax base. The conversion of federal open-ended
matching welfare grants to block grants in 1996 resulted in
a reduction in the real value of benefits to welfare recipients
in several states, but more importantly, in almost all states
these benefits are highly restricted in terms of work require-
ments and the time period for which they are available
(Gamkhar, 2002). The latter results in complications for ben-
eficiaries availing these benefits and also could have the effect
of discouraging migration of poor people in response to benefit
differences across states. This has allowed states to set dif-
ferent levels of cash benefits based on the differences of pref-
erences for welfare spending in the states.

Another important concern about block grants is that the
grantee might use the grant funds as a substitute for its own-
source funding of the program. As a result, the U.S. federal
government has imposed MOE and other restrictions on these
grants and created federal oversight institutions to enforce
these restrictions. Such measures diminish grant recipients’
flexibility to use the money in accordance with their priorities
and sometimes defeat the initial purpose of the block grant.
The evidence is mixed on the effectiveness of federal restric-
tions and oversight of block grants to ensure that federal
money is not used as a substitute for state and local govern-
ment own-source funds. One study suggests that these restric-
tions have no effect without strict federal oversight, and states
are likely to substitute most or all of the federal grant funds
for their own sources of spending on the block grant program
(Jacobsen and McGuire, 1996). These findings were based on
a study of the Alcohol and Drug Abuse (ADA) block grant
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program, which also found that once federal oversight is intro-
duced, state spending on the program increases substantially
in response to the federal aid. However, the findings of a
second study of the ADA block grant suggest that the increase
in federal oversight of state and local government compliance
with grant restrictions does not change the spending response
significantly (Gamkhar and Sim, 2001). This study finds that
once the budgetary flexibility in the use of federal ADA grant
money for two consecutive fiscal years is incorporated in the
model explaining state and local government spending, the
response to block grants is large relative to other nonmatching
grants and independent of federal oversight effort.

Presently, the federal government attaches a number of
restrictions on block grant programs to stimulate state and
local spending on specific aspects of the ADA program and to
maintain a certain overall spending effort on part of the grant
recipients. These restrictions require costly oversight. Instead
of this approach, the federal government could consider using
matching grants to stimulate grant recipients’ spending on
specific program activities where needed. Another important
weakness of the present block grant programs is the avail-
ability of program data on a nationwide basis for comparing
the effects of these grants more systematically than is pres-
ently feasible; data are especially deficient for the welfare
block grants.

9.6 SUMMARY

This chapter has examined intergovernmental grants from
the perspective of their role in a federal system of government.
The primary focus was on describing the evolution of federal
grants to state and local governments in the U.S. The chapter
presented trends in intergovernmental grants over the past
50 years. After almost three decades of consistent growth
since the 1950s, federal intergovernmental grants in 1980
comprised approximately 23% of state and local government
spending in the U.S. Since then, the share of federal grants
has fallen to approximately 15%. Intergovernmental grant
reforms, during the Reagan administration and after, resulted



Intergovernmental Grants 319

in reductions in specific categories of grants and a large-scale
conversion of categorical grants to block grants.

Familiarity with the principles of grant design and the
economic effects of grants is required to understand the policy
implications of these reforms. Intergovernmental grants are
justified on various grounds, including externality in the ben-
efits of a public service provided by a jurisdiction, equalization
of fiscal capacity across jurisdictions, and to promote equity
and efficiency of the tax system. The theory of intergovern-
mental grants suggests that using an appropriate grant form
can generate the incentives needed to meet each objective.
Matching grants are best suited for compensating jurisdic-
tions that provide public services with externalities. Non-
matching grants, on the other hand, are appropriate for
equalizing fiscal capacity and for improving the overall equity
and efficiency of the tax system.

For almost three decades, federal grants were rising and
their stimulating effect on state and local spending was exten-
sively documented. Since the 1980s, these grants have
declined periodically, raising important policy questions about
how states and localities will respond to these cuts:

1. Will their response be symmetrical?

2. Will they replace the lost federal dollars with own-
sources of funds to maintain program spending (fiscal
replacement)?

3. Will they restrain their spending on the grant-funded
programs to something less than the symmetric
response (fiscal restraint)?

The empirical evidence suggests that different programs
and grant recipient governments respond differently to cut-
backs. However, for all federal programs considered together,
during the period 1960 through 1990, state and local govern-
ments responded symmetrically to increases and decreases in
federal grants. However, the possibility that in some programs
when federal funding is reduced states and localities might
replace program spending to offset the lost federal funds with
own-sources of funding, suggests that states and localities
must find the funds to undertake this replacement of federal
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funds. Alternatively, other programs might be retrenched sub-
stantially upon loss of federal funding. If these happen to be
programs where the benefits of the program extend beyond
the jurisdiction undertaking the expenditure, then the grant-
ors must plan for alternative means of providing adequate
amounts of the public service.

The U.S. system of intergovernmental grants is domi-
nated by matching grants; a large number of the matching
grants are closed-ended categorical grants. Recent reforms to
convert categorical grants to block grants as a way of devolv-
ing power to states have initiated improvements and innova-
tions in the use of grant money by the recipients but have
also raised some concerns about the response of state and
local governments to changes in these grants. Conversion of
federal grants to block grants has been combined with reduced
compliance requirements on the grant money. Grantor con-
cerns about fiscal substitution have resulted in a new set of
federal restrictions on block grants, whose effectiveness in
maintaining state and local spending effort in the block grant
programs is at best mixed and requires further research.
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That the United States government has a large and growing
national debt is well known. However, policy makers and
economists disagree about the causes of the debt, its effects
on the economy, and what should be the proper response to
it. This chapter discusses the debt of the U.S. national gov-
ernment, traces its history, compares it to the debt of other
nations, and discusses theoretical and empirical analyses of
its impacts. The chapter also discusses the debt of state and
local governments in the United States.
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10.1 HOW LARGE IS THE NATIONAL
GOVERNMENT’S DEBT?

Historically, the United States went into debt in 1777 when
the Continental Congress borrowed money to buy supplies to
fight the Revolutionary War. However, this early debt was
quickly repaid. The debt rose substantially with the War of
1812, and by 1816 it was 13% of national income (Schiller,
2003). For many years in the nineteenth century, the United
States was debt free. With every war, however, the debt
increased, and during World War I it went from 3% of national
income in 1917 to 41% in 1921, the highest level to date. The
greatest increase in the national debt occurred during World
War I1.

The national debt increased and decreased several times
in the nation’s history. In 1851, it was $68 million; it grew to
over $1 billion in 1863, stayed between $1 billion and $2 billion
until the end of World War I, and reached $250 billion by the
end of World War II (Hirsch and Rufolo, 1990). The national
debt declined after the end of World War II but grew enor-
mously in the second half of the twentieth century going from
$257 billion in 1950 to $909 billion in 1980. In fiscal year
1964, during the Vietnam War buildup and the Great Society
programs, the federal debt was $316.8 billion. By 1986, the
debt had increased to $2.13 trillion, and by the year 2000 it
was $5.7 trillion. Between 1980 and 2002, the debt more than
quintupled to over $6 trillion (Kettl, 2003). Table 10.1 and
Figure 10.1 show the U.S. national debt for selected years since
1950.

Although the growth rate of the national debt slowed in
the late 1990s, by 2001 it was approximately $5.8 trillion,
over $20,000 per person in the U.S. By 2003, the government
experienced increased deficits and a slowing economy coupled
with large tax cuts and a war in Iraq. These factors led to
projections of a substantial increase in the debt for each of
10 years in the future.

Reference to the absolute size of the public debt alone
overlooks the fact that the wealth and productive capacity of
the U.S. economy have also increased over the years. The
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TaBLE 10.1 United States National
Debt in Billions of Current Dollars,
Selected Years, 1950 to 2006

Year Debt
1950 257.35
1955 280.77
1960 290.22
1965 320.91
1970 389.2
1975 576.6
1980 930.2
1985 1,945.90
1990 3,233.30
1995 4,974
2000 5,674.20
2001 5,769.88
2002 6,228.40
2003 6,783.23
20042 7,320.77
20052 7,837.45
20062 8,353.38

a Estimates. The debt on March 31, 2004 was
$7,131.07 billion.
Source: United States Department of the Treasury.

amount of debt is usually measured as a percent of the capac-
ity to fund it. The size of the national debt is compared to the
size of the nation’s economy to get a sense of its overall
burden. Until 1992, the United States used the Gross
National Product (GNP) as a measure of the output of the
economy. This was the market value of all goods and services
produced by United States entities. In 1992, the GNP was
replaced with a different measure — Gross Domestic Product
or GDP. GDP measures the output of all entities located in
the United States, domestically and foreign owned, and is
defined as “the total market value of all final goods and ser-
vices produced within a nation’s borders in a given time period”
(Schiller, 2003, 93). The output of entities located outside of
the United States is not included. Economists now think that
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GDP is a better measure than GNP of the income produced
and made available to the nation. Table 10.2 shows the debt
to GDP ratio for selected years for the U.S. national govern-
ment. Note the high ratio of 93.9 in 1950, which declined to
a low of 33.3 in 1980.

TaBLE 10.2 Federal Debt As a Percent
of Gross Domestic Product (GDP),
Selected Years, 1950 to 2006

Year Total Debt as a Percent of GDP

1950 93.9
1955 69.4
1960 56

1965 46.9
1970 37.6
1975 34.7
1980 33.3
1985 43.9
1990 55.9
1991 60.7
1992 64.4
1993 66.3
1994 66.9
1995 67.2
1996 67.3
1997 65.6
1998 63.2
1999 61.3
2000 57.9
2001 57.6
2002 60

2003 61.7
20042 64.8
20052 66

20062 66.9

2 Estimates. The Congressional Budget Office in
spring 2003 projected much larger debt figures,
and in July the Office of Management and Bud-
get projected larger deficits for 2003 and 2004.

Sources: Department of the Treasury; Office of

Management and Budget. Economic Report of the

President.
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The size of the total federal budget also provides context
for the debt figures. For fiscal year 1980, the total federal
outlay in current dollars was $590.03 billion, 21.1% of GDP.
The fiscal year 2000 total federal budget outlay was $1.789
trillion — 18.2% of GDP.

During the twentieth century, national debt as a percent
of GDP peaked in 1946 at 121% as a result of World War II.
Since WWII, the public debt of the U.S. relative to GDP has
varied from a ratio of over 100% to less than 20% (Sill). After
1946, the ratio fell until 1974, when it reached 34% of GDP.
The debt to GDP ratio fell in the late 1940s to mid-1970s;
rose in the mid-1970s partly because of the shock of oil price
rises; and decreased again by 1980. Federal income tax cuts
in 1981 to 1984 and a recession in 1990 and 1991 caused
further increases in the debt-to-GDP ratio (Schiller, 2003).
After staying relatively constant for several years, the debt-
to-GDP ratio rose again between 1982 and 1996 and reached
another peak in 1996 at about 67% of GDP (Mikesell, 2003).
From 1996 until about 2002, the ratio fell, reaching 56.8% in
2001 (See Table 10.2 and Figure 10.2). However, in 2002 and
2003 the debt increased, and several factors contributed to a
concern that it would continue to increase substantially. These
factors included a weakened economy, federal income tax cuts,
the effects of the September 11, 2001 tragedy, and military
action in Iraq.

During the 1980s, the national debt tripled in a single
decade, going from $914.3 billion in 1980 to $3163 billion in
1990 (Schiller, 2003; Office of Management and Budget His-
torical Tables). A recession, massive tax cuts in the early years
of President Reagan’s administration, and greatly increased
defense spending are usually identified as the causes of this
increase. The debt continued to increase in the 1990s. In 1993,
following the largest federal budget deficit year ever, the
Clinton administration persuaded Congress to raise taxes to
help offset the debt. This and other actions plus a growing
economy allowed the U.S. government to reduce the deficit
and to experience budget surpluses from 1998 through 2001.

Before the Great Depression of the 1930s, an important
norm of federal budgeting was balance — policy makers and
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citizens expected that the federal budget should be balanced.
The historical antipathy to peacetime deficits and debt goes
back to Hamilton and Jefferson and continued through to
Reagan. Even Franklin Roosevelt expressed concern about
peacetime debts and deficits (Kettl, 2003). Although every
major war resulted in the U.S. incurring a debt, the norm of
balance lasted until the twentieth century. New economic
ideas changed how policy makers thought about deficits and
set the stage for the large deficits of recent decades. Classical
economists did not believe that government activity affected
employment in the private sector, and these ideas influenced
policy makers. President Herbert Hoover, for example,
believed that the government could and should do little about
the problem of growing unemployment in the late 1920s and
early 1930s. Franklin D. Roosevelt’s decision that the national
government had to act to do something about unemployment
was a radical idea in 1933 when the New Deal programs were
introduced. The New Deal was a collection of federal programs
devoted to building new roads, constructing new buildings,
and putting Americans back to work. Roosevelt and his advi-
sors decided that government had to act and saw deficits as
a short-term necessity.

Economists identify three traditional economic functions
for government (Musgrave, 1959; Fisher, 1996; Mikesell,
2003). These include: maintaining economic stabilization,
altering the distribution of resources, and obtaining an effi-
cient allocation of society’s resources. Governments accomplish
these through fiscal policy — the revenue actions and spend-
ing decisions of elected officials — to influence the overall
economy. Economic stabilization refers to the role of the gov-
ernment in maintaining employment, price stability, and eco-
nomic growth through the use of fiscal and monetary policy.
Stabilization involves counteracting the affects of cycles in
the economy, especially to limit unemployment, inflation, and
recession. Altering the distribution of resources involves pro-
viding some resources for the poorest in society through transfer
payments using resources made available by others who are
more affluent. Allocation is the provision of services and goods
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desired by society that will not or cannot be provided by the
private sector at a desired level.

It has commonly been believed that state and local gov-
ernments are limited in achieving the first two of these func-
tions — stabilization and distribution — in any specific
subnational jurisdiction principally because individuals can
move easily from the jurisdiction of one state or local govern-
ment to another. This suggests that stabilization and distri-
bution are more appropriately national government-—level
functions. However, many state and local services have sub-
stantial distributional implications. The size of the subna-
tional government sector suggests that it may have
macroeconomic effects. Some economists have recently chal-
lenged the conventional wisdom, arguing that subnational
fiscal policies may be more potent than previously believed
(Gramlich, 1987b; Fisher, 1996).

10.2 WHAT IS THE FEDERAL
GOVERNMENT’S DEBT?

Distinguishing between the deficit and the debt is important.
A deficit is the difference between outlays — total expendi-
tures — and revenues for a fiscal year. A deficit occurs when
the government spends more than it receives in revenue for
the fiscal year and must borrow the difference. The national
debt is the accumulation of the amounts borrowed to finance
the annual deficits (Evans, 1997). Although reducing the def-
icit is a major concern of many, reducing the deficits will not
reduce the debt. The debt is money already borrowed that
must be repaid. The national debt is a stock of IOU’s created
by annual deficit flows. Table 10.3 shows the federal budget
deficit or surplus for selected years in billions of dollars and
as a percent of GDP and as a percent of outlays. Outlays are
an indicator of the size of the budget, as they measure the
federal government spending in that fiscal year.

Federal debt is measured in several ways. The compo-
nents of the debt are: (1) gross debt, which includes all federal
debt outstanding, and (2) debt held by the public. The debt
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TaBLE 10.3 Federal Budget Deficit in Billions
of Current Dollars, as a Percent of GDP and as a
Percent of Outlays, Selected Years, 1960 to 2006

Deficit/Surplus  As a Percent  As a Percent

Year (—/+) of GDP of Outlays
1960 0.3 0.1 0.3
1965 14 0.2 1.18
1970 2.8 0.3 1.43
1975 53.3 3.4 16.01
1980 73 2.7 12.49
1985 212.3 5.1 22.4
1990 221.2 3.9 17.65
1995 164 2.2 10.82
2000 236.4 2.4 13.22
2001 127.3 1.3 6.8
2002 157.8 1.5 7.85
20032 400P 2.8 14.8
20042 500P 2.7 —
20052 208.2 1.8 —
20062 200.5 1.6 —

2 Estimates.

b Revised upward, July 2003.

Source: Office of Management and Budget, Historical Tables, FY
2004.

held by the public reflects cumulative federal government
borrowing and excludes debt holdings of trust funds, such as
Social Security (Congressional Budget Office, 1984). The
amount of debt owed by the U.S. government to outside parties
is known as net debt and is sometimes called external debt
(Evans, 1997; GAO, 1996). The public holds about 58% of the
total debt; however, this percentage has declined steadily
since 1990, from 75% in 1990 to 58% in 2002. The government
now owns about 42% of the national debt. Trust funds —
Medicare, Social Security, Highway Construction — hold rev-
enues from earmarked monies. When one of the trust funds
has a surplus, federal law requires that these surpluses be
invested in federal securities. When the U.S. Treasury borrows
money it issues debt instruments, which represent a liability
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for the government and an asset for the bond holders. Federal
agencies hold roughly 50% of all outstanding Treasury bonds.
Because of surpluses in the Social Security Trust Fund, the
Social Security Administration is now the largest single
holder of national debt (Schiller, 2003). Other federal agencies
also have lent money to the U.S. Treasury. The private U.S.
sector — households, banks, and insurance and investment
companies — hold about 28% of gross debt. State and local
governments hold about 8%, and foreigners hold 20% of U.S.
debt as it is an attractive investment for them. The Federal
Reserve Bank holds 9% of the debt (Evans, 1997; GAO, 1996,
1999).

Gross debt is the measure that captures all of the federal
government’s outstanding debt. In 2002 the gross debt was
approximately $6.2 trillion, whereas the debt held by the
public was approximately $3.6 trillion. This figure reflects
how much of the nation’s wealth is absorbed by the federal
government to finance its obligations. It represents the cumu-
lative effect of past federal borrowing on today’s economy and
the federal budget. The debt held by the public better approx-
imates the federal government’s competition with other sec-
tors in the credit markets (GAO, 1996). This affects interest
rates and private capital accumulation. Interest on the debt
held by the public is a burden on taxpayers; interest on the
amounts loaned by government trust funds is paid by one
government agency to another. However, at some point the
debt held by the government trust funds will also have to be
repaid. The gross debt better facilitates debt level compari-
sons with other nations and is also the amount subject to
statutory debt limits. In this chapter, unless otherwise noted,
debt figures refer to gross debt.

As noted earlier in the chapter, for much of the country’s
history, a balanced national budget was the norm. However,
each war required the government to engage in deficit spend-
ing where expenditures exceeded revenues. From 1901
through 2000, the budget was in deficit for 71 of the years
(Evans, 1997). The United States government had large bud-
get deficits each year between 1969 and 1998. Between 1950
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and 2000, the budget was in surplus for a total of only 9 years.
Prior to 1960, the deficits occurred only during times of war
and during recession years.

The budget deficits in the United States government
between 1970 and 1997 ranged from a low of approximately
$2 billion to a high of $293 billion (Taylor, 2001). A large deficit
occurred in 1975, due to a recession caused in part by a sharp
rise in oil prices. The early years of the 1980s saw unprece-
dented deficits. In fiscal year 1981, the deficit was approxi-
mately $73 billion, about 2.7% of GDP. By fiscal year 1983, it
had grown to $95 billion, about 6.0% of GDP, the highest since
the end of World War II. The deficit during the early 1980s
was due in part to a double dip recession and in part to the
tax cuts pushed through by the Reagan administration. The
changes in the tax laws in the early 1980s caused long-term
gaps between revenues and outlays (Evans, 1997). Large def-
icits occurred into the 1990s, although they decreased from
1992 through 1996, and the budget had a surplus from 1998
through 2001. For fiscal year 2003, the Office of Management
and Budget projected the deficit to be $304.2 billion. However,
this estimate proved to be low.

10.3 WHY DO THE DEBT AND
DEFICIT MATTER?

The rapidly growing federal debt together with high and vol-
atile interest rates caused federal government net interest
costs to rise rapidly in the 1980s. Between 1960 and 1987,
the budget share going to interest payments on national debt
accumulated by past deficits grew from about 8 to almost 15%.
As a share of GDP, net interest grew to over 3% in the 1980s.
By contrast, during most of the three decades after World
War II, net interest totaled approximately 1.5% of GDP
(Evans, 1997). Table 10.4 shows interest figures for selected
years since 1940. During the 1980s, interest on the debt was
one of the most rapidly growing components of the federal
budget, rising from 8.5% of federal spending in 1979 to 14.8%
in 1989.
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TaBLE 10.4 Interest on National Debt,
Selected Years, 1940 to 2006

Net Interest Percent of  Percent of

Year (Billions of $) Outlays GDP
1940 0.899 9.5 0.9
1945 3.112 3.4 14
1950 4.812 11.3 1.8
1955 4.85 7.1 1.2
1960 6.947 7.5 1.3
1965 8.591 7.3 1.2
1970 14.38 7.4 1.4
1975 23.24 7 1.5
1980 52.58 8.9 1.9
1985 129.48 13.1 3.1
1990 184.35 14.7 3.2
1995 232.01 15.3 3.2
1996 241.01 15.4 3.1
1997 244 15.2 3
1998 241.01 14.6 2.8
1999 229.08 13.5 2.5
2000 223 12.5 2.3
2001 206.02 11.1 2.1
2002 171 8.5 1.7
20032 161.04 7.5 1.5
20042 176.04 7.9 1.6
20052 204 8.7 1.7
20062 224.05 9.1 1.8

2 Estimates based on FY 2004 budget. The size of the
projected deficits increased substantially since these
estimates, undoubtedly increasing the debt and the

interest cost.
Source: Budget of the United States, Historical Tables.
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During the 1990s, interest on the national debt fluctu-
ated between 13.5 and 15.1%. In 2000 it had decreased to
12.5% of total spending. However, rising deficits in 2002 and
2003 again threatened to increase interest payments. This is
important because every dollar spent on interest cannot be
spent on something else. Figure 10.3 shows the interest on
the national debt as a percent of total outlays for every 5
years since 1940.
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Economists disagree about the importance of the costs of
the debt and deficits. One view is that the effect of very large
deficits may be to erode the quality of life in the United States
slowly and quietly. Citizens and many policy makers tend to
pay little attention to the debt and deficits. They may not
consider them to be major problems and hence feel little
pressure to do anything about them. The various problems
that have been identified are discussed below.

According to Robert Haveman (1976), although public
debt and deficit spending can, under some circumstances,
cause inflation, such a claim does not hold as a general prop-
osition. Only if consumers, businesses, and government wish
to buy more than the economy can supply will deficits cause
inflation. If businesses are operating at full capacity, the pres-
sure on supply would drive up prices. On the other hand, if
the economy were in recession deficit spending would increase
demand and lower unemployment. According to this analysis,
the state of the economy is a major factor in whether deficit
spending causes or increases inflation.

Americans are poor savers, and American consumption
has risen to historically high levels (Kettl, 2003). With invest-
ment low and consumption high, the nation as a whole is said
to be living beyond its means (United States General Account-
ing Office, 1990). In the 1980s as the deficit rose, the American
savings rate declined from about 9% of disposable household
income in the 1960s and 1970s to 3.7% for most of the 1980s.
In 2000, it was 1%. By contrast, in 2000 the household savings
rates in Canada and Japan were 3.9% and 10.7%, respectively
(Kettl, 2003). The General Accounting Office concluded: “With
the economy running close to full capacity, large and persis-
tent budget deficits undermine the future well-being of the
country by consuming savings that would otherwise be avail-
able to finance investment supporting long-term economic
growth” (United States General Accounting Office, 1990). The
average net national saving rates of most major industrial
nations have also been higher than that of the U.S. The Gen-
eral Accounting Office (1999) reports that for the years 1960
through 1997, the U.S. rate was 8.9%, Germany was 14.2%,
and Japan was 23.0%. Gramlich (1989) argued that deficits
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reduce national savings. With a bigger deficit, net national
savings are smaller. National savings is the sum of govern-
ment saving — the excess of national government revenues
over expenditures — and private savings (Parkin, 2003). Net
national savings is the difference between national savings
and the amount by which exports exceed imports.

Foreigners helped finance a large part of the increase in
national debt in the 1980s. Interest payments made to for-
eigners increased rapidly as a result. In 1970, the federal
government paid $1 billion in interest on the debt to foreign-
ers. By 1989, the total was $33.4 billion. Domestic consump-
tion was financed by borrowing from others. The United
States became a debtor nation to the rest of the world in 1985.
In part this means that there are more foreign demands on
U.S. assets than there are U.S. claims on assets in other
countries (Lee and Johnson, 1998). In every year since then,
the United States has borrowed from the rest of the world.
In 2001 alone, the U.S. increased its international debt by
$330 billion (Parkin, 2003).

The rise in consumption and decline in savings worsens
the nation’s two other major deficits, one in international
trade and the other in domestic investment (Kettl, 2003).
American consumption has grown faster than the nation’s
ability to produce. As a result, imports from abroad have
increased rapidly, and U.S. imports now exceed exports. On
the whole, Americans tend to buy more from abroad than
foreigners buy from us, causing large trade deficits. The sus-
tained trade deficit of the 1980s had serious consequences.
The larger the imbalance of trade the more jobs are exported;
U.S. consumption finances the expansion of employment
abroad at the expense of employment at home. Analysts
believe that higher interest rates will have to be paid to
attract foreign investments. The Euro is also expected to be
a competitor for the dollar for foreign investments (GAO,
1999). Although foreign investments allow Americans to fund
consumption, interest payments from those investments flow
abroad.

Domestic investment in the United States is low. The
more we consume the less we invest, and the less we invest
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the more we lose ground with international competitors. Low
rates of investment mean that the U.S. is not building the
facilities and equipment needed for future economic growth.
In just one area of the economy, the nation’s transportation
system, this means that roads, bridges, mass transit systems,
and airports are not being renewed or repaired and will not
be adequate for future generations (Hirsh and Rofulo, 1990).

Research regarding the effect of deficits and government
debt on interest rates is mixed. Evans (1985) concluded that
budget deficits do not have a lasting impact on interest rates.
Beard and McMillan (1991) studied budget deficits existing
between 1922 and 1938 and also concluded that they seemed
to have no fiscal impact. However, Darrat and Suliman (1992)
and Eisner and Pieper (1992) concluded that deficits affected
GDP. Barro (1989; 2003) claimed that the effects of deficits
on interest rates are uncertain and very small. He also
claimed that: (1) real interest rates depend on cumulated
levels of public debt in relation to the GDP, not on current
deficits; (2) real interest rates in any one country depend on
the overall level of debt in a larger universe of countries; and
(3) the effects of debt levels are very small (Barro, 2003).
Eisner (1992) has argued that the national debt does no harm
as long as it does not grow faster than national income or
output.

10.4 COUNTER-CYCLICAL FISCAL POLICY

Because government spending and taxes affect GDP in the
short run, fiscal policy can, in principle, offset the impact of
shocks that push real GDP away from potential GDP. Poten-
tial GDP is the value of national output that could have been
produced if the nation’s resources had been fully employed
during a given time. Such use of fiscal policy is called counter-
cyclical policy because the cycles in the economy are being
countered, that is, offset by changes in government spending
or taxes. According to some theories, this should work in both
boom times and in recessions. Recessions require cutting
taxes or increasing spending; booms require increases in taxes
or cuts in spending (Taylor, 2001).
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10.4.1 EcONOMIC STABILIZATION AND
JoHN MAYNARD KEYNES

The English economist John Maynard Keynes turned conven-
tional economics upside down with his theories in the 1930s.
To increase employment, according to Keynes, it was neces-
sary to increase demand and this required more spending.
Demand was a function of spending by individuals, business,
and government. Keynes’ theory asserted that government
played an important role in determining national income and
employment. Once the economy reached full employment,
government budgeting could return to the classical position
of balance. Keynes’ book on these topics, The General Theory
of Employment, Interest, and Money, was published in 1936,
after the Roosevelt administration took action to counteract
the effects of the Great Depression. However, in time Keynes
writings lent a powerful theoretical rationale for the actions
that the government had taken.

Keynesian economic theory was very influential through
several decades following the Great Depression. According to
this theory, if the economy went into a slowdown, government
was advised to spend and to cut taxes. This would put money
into people’s pockets and boost the economy, thereby providing
jobs. Naturally, deficits would result; however, once the econ-
omy recovered, the deficit spending was to diminish and the
debt be repaid. If the economy grew too fast, government should
reduce spending and even increase taxes. Keynes’ theories were
tested in the early 1960s when President John F. Kennedy
proposed a tax cut to spur the economy. It appeared to have
some impact (Kettl, 2003). However, the Vietnam War was heat-
ing up and Lyndon Johnson, who became President when John
Kennedy was assassinated, initiated the Great Society pro-
grams in 1964. The cost of the war and the Great Society
Programs stimulated the economy too much and inflation
resulted. According to Keynes’ theory, government spending
would be a counter to unemployment. When employment
grew, spending would decrease and, if necessary, taxes would
be raised to counter inflation. Unemployment and inflation
would be balanced; both would not be high at the same time.
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However, the 1970s saw the emergence of a condition called
stagflation — high unemployment and high inflation existing
at the same time.

In the late 1970s and early 1980s, Keynesian economic
theory lost much of its influence over budgetary policy making.
Although it was attractive for understanding government’s role
in the economy, there were serious problems in applying it to
accomplish what Keynes thought could be done (Kettl, 1992;
2003). Stagflation, for which there was no good Keynesian
explanation, was a problem. Keynes believed that deficit spend-
ing was appropriate to bring the economy to full employment.
However, in practice that was difficult for policy makers and
politicians to define. They also found it difficult to agree on the
level of employment that would be considered full employment.
So long as it was politically easier to stimulate the economy
than to restrain it, the balance between unemployment and
growth seemed impossible to achieve (Colander, 2004).

10.4.2 CrowbING Ourt!

Many economists argue that deficits and the debt pose a
danger of crowding out private sector borrowers and investors
(Brazelton, 1994; Evans, 1997; Mankiw, 2001; Taylor, 2001).
However, this is a danger only if the economy is at full employ-
ment. Even then, if the deficit spending is for infrastructure
and other investments, the benefits provided by these may be
greater than benefits from the alternatives that might have
been funded. President Clinton claimed this when he took
office, arguing that the nation needed to invest in education,
training, and infrastructure.

According to Gregory Mankiw (2001), large government
budget deficits reduce the supply of loanable funds — money
available for loan to investors and borrowers. Other things
being equal, that drives up the interest rates. Government
budget deficits reduce the national savings by increasing the
demand for money to borrow, the interest rate rises, and
investment falls. Because investment is important for long-
run economic growth, government budget deficits reduce the
economy’s growth rate. Savings are an important long-run
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determinant of a nation’s productivity. If the United States
raised its saving rate to the level that prevails in other coun-
tries, both the growth rate of GDP and the U.S. standard of
living would increase, according to Mankiw (2001). The Fed-
eral Reserve Bank can intervene to ease the upward pressure
on interest rates. However, Federal Reserve intervention can
also cause inflation, as it would increase the money supply
(Evans, 1997).

10.5 RECENT EVIDENCE OF IMPACT OF LARGE
BUDGET DEFICITS AND NATIONAL DEBT

The largest peacetime deficits of the twentieth century
occurred in the 1980s. In 1981, when Reagan assumed the
White House, the national debt was just under one trillion
dollars, at $908.5 billion. By 1989, the national debt had
increased to $2,867.5 billion — almost three trillion dollars.
It is difficult to identify the specific causes of the large deficits
occurring during the Reagan administration. The debt itself
results not only from deficits in any given year but also from
other factors including a variety of administration policies,
the policies of previous administrations, the state of the
economy, and Congressional action. Concern about cause and
effect, however, is more likely to focus on the results of large
deficits and debt. In addition to the causes of the deficits,
researchers have studied the deficits of the Reagan years to iden-
tify their effects.

Van De Water and Ruffing (1985) pursued an important
and commonly asked question: “Can deficits be that bad when
the economy continues to grow at a reasonable rate?” They
believed that the answer to this question was yes and dis-
cussed the following five reasons why deficits and the resulting
debt are undesirable:

1. Large budget deficits tend to curtail the amount of
funds available to support capital investment and
economic growth.

2. Deficits make America less competitive in the world.
High U.S. interest rates attract large amounts of
foreign capital, increase the demand for dollars, drive
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up the value of the dollar in terms of foreign curren-
cies, and increase the trade deficit.

3. The U.S. has been transformed from a creditor to a
debtor nation. Between 1982 and 1985, the net inter-
national investment position of the United States
shrunk from $150 billion to $106 billion.

4. In 1985, large deficits in the U.S. were greatly aggra-
vating a precarious international debt situation. U.S.
government borrowing absorbed one-third of net pri-
vate savings in the seven largest industrialized coun-
tries. United States export markets are diminished
and U.S. financial markets are made less stable. The
authors admitted that these first four points are open
to debate but say that the fifth is not.

5. The large federal deficits cause government interest
costs to increase. Growth in interest costs offset other
savings. Interest on the deficit turned debt adds to
costs in future years and makes the budget sensitive
to changes in interest rates.

Whicker (1996) claimed that the growth of the debt dur-
ing the Reagan years resulted from deficits accumulated when
the supply-side economics goal of cutting income taxes and
the allocation goal of increasing defense spending both esca-
lated the gap between receipts and outlays. Gordon concluded
that the primary source of the deficit was indeed the tax cuts,
which lowered the share of federal revenue in GNP from
20.1% of the budget in 1981 to 18.1% in 1983 while expendi-
ture’s share rose (Miner, 1989).

Miner (1989) also analyzed the deficits of the Reagan
years, 1982 to 1988, and the implications of the larger national
debt that resulted. He concluded that the Reagan administra-
tion’s program of tax reduction and defense spending buildup
were the major reasons that the deficit grew after the recovery
from the recession of 1981 to 1982. Miner concluded that the
increase in the debt during the 1980s probably reduced
exchange rates, increased inflation, and increased interest
rates. The short-term legacy of the debt created by the tax
reductions was either tax increases or recession. The long-term
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legacy, according to Miner, was a large deficit, possible reces-
sion, and economic emergencies. He also concluded that deficits
created a drain on national savings and investment. The larger
debt and deficits also left a smaller area for macroeconomic
policy actions in response to recession. The higher the deficit
became in the 1980s, the harder it was to use the budget as
an economic tool. However, Miner also noted that the deficit
is one of the major areas of macroeconomic policy over which
the president has some control.

In each budget year, continued spending for important
allocation goods receives higher priority than deficit reduc-
tion. The federal budget process is decentralized, with no
central policy structure for controlling deficits by coordinating
stabilization and allocation. In addition there are incentives
for spending. Much of the Federal Budget is now “uncontrol-
lable”; interest must be paid as must Social Security and other
mandatory payments. Congress and the President have dis-
cretion over the spending in a smaller portion of the budget
(Whicker, 1996).

10.6 HOW LARGE A DEFICIT IS TOO LARGE?

Kettl (2003) claimed that Americans agree that the national
budget deficit must be reduced. Several problems, however,
beyond the politics of providing services and programs for
constituents, are barriers to doing so. One, according to Kettl,
is that fundamental disagreements on whether to cut taxes
or increase spending always lie at the core of budget battles.
Another problem is that the uncertainties in budget forecast-
ing make it hard to be sure how much money is available to
spend without further increasing the debt. Interest costs can
be unpredictable, and that instability increases the deficit.
Few observers think that the deficit should be reduced to zero.
However, no one can say how much of a deficit is too much.
Governments use the budget process to make fundamen-
tal decisions about how the nation’s wealth ought to be spent.
The budget deficit results from many complex decisions. It is
a result of spending policies, revenue — especially tax —
strategies, and overall economic growth. According to Herbert
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Stein (1989), former chair of the Council of Economic Advisors,
the real problem is not in balancing the budget but in bud-
geting the nation’s wealth. The fundamental question then is
not whether to have a deficit but what underlying decisions
the deficit represents. Stein contends that current budget
processes do not allocate the national output well and Kettl
agrees, noting that battles over the deficit signal that we are
not making the best use of the nation’s wealth. Many critical
policy issues become casualties to the budget battles as they
did during the Reagan years and in the early 1990s, when
large budget deficits put constraints on policy makers.

10.7 WHAT IS AN APPROPRIATE LEVEL
OF DEBT?

This question relates in important ways to the stability of the
government. At what point is a debt level so high that it
impedes either the economy in which the government oper-
ates, the ability of the government itself to function as its
citizens wish, or both? Although the U.S. has a legislated
ceiling for the national debt, there are no guidelines for appro-
priate debt or deficit limits for the U.S. national government
based on a theoretical rationale. The European Union has
established debt requirements for its member nations. Many
state and local governments in the U.S. have debt limits. Many
states, for example, have statutory or constitutional debt lim-
its for state government debt. Many impose limits on the debt
that local governments in the state can incur. Accurately
defining what debt is covered by these limits can be difficult,
and state and local governments often change the type of
borrowing they do in order to avoid these limits (Sbhragia,
1996).

Typically, debt levels are expressed as a percent of some
measure of wealth or of the capacity to repay the debt such
as a percent of GDP for nations, of gross personal income for
states, or of assessed valuation for local governments. Mea-
suring it as a percent of annual revenues or — as is more
likely — as a multiple of annual revenues is also common.
Other measures are used to assess the burden or average
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burden. These include debt per person or debt per household.
Many states express debt limits as a dollar amount or as debt
per capita (Bunch, 1991; GAO, 1996).

Capacity measures may provide an inherent indictor of
whether debt is too high; however, they are best used for
comparison, to compare the debt level for one government
over time and debt levels among governments (Evans, 1997).
It would be difficult to find a consensus among economists
about what a prudent ceiling for the debt-to-GDP ratio or the
deficit-to-GDP ratio should be. The European Union, however,
set a ceiling of 3% of GDP for member countries for the deficit
(Evans, 1997; http://europa.eu.int). The ratio of government
debt to GDP is set at 60%. European Union (EU) members
are expected to keep their deficits below 3% and their net debt
below 60% of GDP, although members have not always met
these standards. The EU debt standard includes general
debt — that is not just the debt exclusive to the national
government but all government debt in the nation. This is
equivalent in the United States to combining outstanding
debt of all levels of government — national, state, and local
(Evans, 1997).

In 1997, the debt-to-GDP ratio for general debt ranked
the United States in the middle of seven major industrialized
countries. At that time, of the seven, Japan had the lowest
ratio at 18.3%; the U.S. was at 46.7%, and the highest was
Italy with a debt-to-GDP ratio of 108.8% (Evans, 1997). How-
ever, these levels can change dramatically in a relatively short
time. For example, by 2003 Japan’s debt had risen to 156%
of GDP (The Economist, 2003).

In terms of internal debt service thresholds, the debt-to-
revenue ratio is a more reliable indicator than is the debt-
to-GDP ratio (Evans, 1997). The ratio of debt to revenues
corresponds to the debt-to-income ratio of financial entities in
the private sector. Debt-to-income or debt-to-revenue ratios
reflect the debt divided by the short-run means of servicing
the debt. The higher the ratio, the higher the percentage of
income or revenue required to service the debt. Although
financial experts have not agreed upon a limit, a large
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increase in this ratio is considered to be a clear danger signal.
In the United States following World War II, in 1950, this
ratio was approximately 5.4. It then declined to a low of
approximately 1.5 during much of the 1970s and into the
1980s. However, in 1982 the net debt-to-revenue ratio began
climbing again and reached 2.7 in 1995 (Evans, 1997). By
2000 it had declined to approximately 1.7. We might expect
that by 2003 it will have climbed again.

By many indicators, the United States is doing rather
well compared to competitor nations. Table 10.5 shows recent
debt-to-GDP and deficit-to-GDP ratios for the European
Union countries.

TaBLE 10.5 Deficit-to-GDP and Debt-to-GDP
Ratios for European Union Countries, 2002

Country Deficit Ratio  Gross Debt Ratio
Italy 2.3 106
Belgium 0.2 102.7
Greece 1.1 101
EUR-122 2.5 69.9
Austria 1.1 68.5
EUR-15° 2.3 63.5
Germany 3.4 62.7
France 3.7 61.8
Portugal 3.5 59.4
Spain 0.4 52.5
Netherlands 1.6 52.4
Sweden 0.8 50.9
Denmark 1.8 42.7
Finland 3.3 42.3
United Kingdom 2.5 39
Ireland 0.6 33.3
Luxembourg 0.2 4.1

a2 KUR-12 consists of the Euro area member states partici-
pating in the monetary union.

b EUR-15 consists of European Union member states, i.e.,
EUR-12 plus Denmark, Sweden, and the United Kingdom.

Source: European Union, 2003.
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The debt-to-GDP ratio for Japan was 149%, Canada 95%,
and Australia 39% in 2002 (The Economist, 2003; Colander,
2004). The United States federal debt-to-GDP ratio for 2002
was 60%.

The worst U.S. deficit in the 1980s was about 7% of GDP
and 23% of outlays (Evans, 1985). General government data
including deficits and debt amounts for all levels of govern-
ment, national and subnational, for OECD countries (Orga-
nization for Economic Cooperation and Development) show
that the general deficit for the U.S. was 2% of GDP in 1994.
Germany’s was 2.6%, and other major countries were higher
yet. Italy, for example, was 9%, and the United Kingdom was
6.9%. Only three European Union (EU) nations fell below the
3% ceiling in 1995 (Evans, 1997). The United States’ federal
deficit went as high as 6.0% of GDP in 1983 (U. S. Treasury
Department; Office of Management and Budget Economic
Report of the President). Regarding general government gross
debt as a percent of GDP, the U.S. stood at 63% in 1994, above
the EU standard. Some EU countries were over this standard
and some under.

Corporate finance experts have developed numerous
measures and indicators as guides to the appropriate debt
levels for business organizations. Many of these can be mod-
ified for use by state and local governments. However, a major
guide to whether a state or local government has “too much
debt” is the rating by one or more rating firms assigned to
the government’s bonds when it issues debt. These ratings
express the rating company’s opinion regarding the probabil-
ity that the unit of government will repay the debt and inter-
est on time. These ratings are based on several factors
including existing debt burden, budgetary soundness, tax bur-
den, the overall condition of the local economy, and adminis-
tration (Leonard, 1996; Mikesell, 1995). As indicators of
appropriate debt levels, the trend of the debt is important for
managers, investors, and policy makers. Many local govern-
ments set their own debt policy. These are often normative
statements about the absolute or relative level of debt that
will be considered acceptable.
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10.8 WHY DO DEFICITS AND THE
DEBT PERSIST?

The political imbalance in Keynesian economics made it eas-
ier to create deficits than to restrain them. The goal of stabi-
lizing the economy by reducing deficits, interest, and debt
conflicts with the allocation goals of increasing federal spend-
ing for social and defense goals and with tax reduction efforts.
Tax policy is used as an instrument for stabilization and
redistribution and sometimes undercuts the goal of raising
revenue to fund government. Several factors constrain the
ability of policy makers to raise taxes as demands on govern-
ment grow. According to Whicker (1996), Americans expect
low taxes. A National Economic Commission report in 1987
ignored the fact that reducing deficits required raising taxes.
Whicker addressed an often-posed question: “Do higher taxes
make government and deficits bigger?” Analysts and policy
makers disagree on the answer to this question. However,
according to Whicker, research supports the proposition that
higher spending leads to higher taxes rather than the reverse.

Several automatic stabilizers — such as income transfers
and unemployment insurance — offset changes in the busi-
ness cycle. If the economy turns down and unemployment
increases, several of these automatic stabilizers provide pay-
ments at the same time that revenues decline. Hence, the
deficit increases, adding to the national debt. Keynesian the-
ory highlights the potential of fiscal policy to solve macroeco-
nomic problems. In Keynesian theory, government would use
a fiscal stimulus — increased government spending, tax cuts,
increased transfer payments — to eliminate unemployment.
It would use fiscal constraints — less spending, tax increases,
and reduced transfer payments — to keep inflation under
control. From this perspective, the federal budget is a key
policy lever for controlling the economy (Schiller, 2003). Using
the budget to stabilize the economy implies that federal
expenditures and receipts will not always be equal. From a
Keynesian perspective there is nothing to fear if a budget
deficit emerges.
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What have policy makers done about deficits? At the
national level, they have adopted a statutory debt limit,
moved expenditures off budget, moved trust funds carrying
surpluses on budget, and passed laws requiring deficit reduc-
tion. For example the Social Security Trust Fund surpluses
continue to offset operating deficits. At times policy makers
have used strategies to directly reduce the amount of interest
paid. Much of the debt has to be continually refinanced, as
the principal is not reduced although the interest is paid. In
1999, interest alone was $230 billion (Taylor, 2001), and for
fiscal year 2001, it was over $200 billion (See Table 10.4).
Paying this interest takes money away from other purposes.

The Clinton administration attempted to lower the cost
of interest on the debt. If taxes distort economic activity, lower
interest costs mean less distortion, since tax revenues are
used to pay interest on the debt. The interest paid on the
national debt is a significant expenditure in the national
government’s budget. Interest rates normally work such that
the longer the term of the loan, the higher the interest rates.
During President Clinton’s first term, 1992 to 1996, the U.S.
Treasury engaged in a strategy to reduce the average matu-
rity of the public debt in order to reduce interest costs. Other
strategies suggested to lower the interest rates have tradeoffs.
Increasing the money supply, for example, may very well lead
to inflation, which would ultimately cause interest rates to
rise. Attracting foreign capital has its price. Increased domes-
tic savings would help to lower interest cost, but it has stayed
relatively stable and low for some time. Any reduction in the
deficit creates a bonus in the form of interest savings. These
can cumulate dramatically in the long run. The only way to
control federal government interest costs is to reduce federal
deficits and the rate of growth of the federal debt.

10.9 WHO BEARS THE BURDEN OF THE
PUBLIC DEBT?

Economists debate whether the burden of public debt can be
shifted from one generation to the next (Hirsch and Rufolo,
1990). The arguments in favor of and opposed to the sides of
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this issue go back as far as David Hume and Adam Smith.
Historically, some economists have argued that government
expenditures are beneficial in that they create wealth, and
therefore it is acceptable to incur debt in peacetime. Some
economists say that net debt burden depends on the produc-
tivity of the expenditure and on who bears the cost and when.
A deficit that finances construction of roads, bridges, harbors,
and airports is an investment in the future. Those who repay
the debt in the future may receive the benefits of the items
financed by the debt. The true burden of the debt depends on
what that debt has financed and when.

National governments can generate revenue to cover
expenditures by taxation, borrowing, and printing money.
Both public debt and taxes are characterized as burdens —
the difference between tax burden and public debt burden
depends on when the burden is realized. Bonds also are vol-
untary; lenders volunteer to lend money for a price, the inter-
est. Taxes are not voluntary; they are imposed.

Governments incur debt for several reasons: to cover
annual deficits, to finance capital-project construction, and to
cover short periods during the fiscal year when payments on
bills due exceed cash on hand (Mikesell, 2003) Not all gov-
ernments borrow in peacetime for the same reasons; the U.S.
national government borrows money for different reasons
than do state and local governments. National governments
will increase spending as a fiscal policy measure to counter
an economic slowdown. State and local governments, however,
generally borrow money for investment in infrastructure —
roads, buildings, and bridges, as well as major pieces of equip-
ment. These are major capital items.

Local governments are required to operate with balanced
budgets. Every state in the U.S. except one, Vermont, is
required to pass a balanced operating budget (Gosling, 2002).2
Operating budgets, those appropriating money for a year’s
operation, are funded through current revenues and must be
balanced in these governments. Capital items, on the other
hand, are often financed through borrowing. The principal
and interest necessary to repay the loans are items in the
annual operating budget, and revenues must be sufficient
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each year to provide for the payments. Long-term debt itself
is accounted for in other documents. Because of this situation,
state and local governments usually develop annual operating
budgets separate from capital budgets. The capital budget
and the capital budgeting process authorize and appropriate
spending for expensive projects with long lives. Long-term
debt is issued to fund these projects, which return benefits to
the community over many years. The U.S. national govern-
ment, on the other hand, has a unified budget where current
expenditures — those for annual operations — and capital
items are funded in the same budget. Hence, it is more diffi-
cult to identify the amount of the national budget that is for
investment in infrastructure.

Governments use several mechanisms to borrow money.
Perhaps the most common of these are bonds. And, of these,
two types are dominant: general-obligation and revenue
bonds. These designations apply, however, primarily to state
and local governments. Although the national government
issues bonds to borrow money, the debt incurred by these
bonds is secured differently by the federal government than
it is by state and local governments.

10.10 THE REAL TRADEOFFS

The funds obtained by borrowing allow the federal govern-
ment to bid for scarce resources. Private investors and con-
sumers will have less access to loanable funds and be less
able to acquire income, goods, or services. The larger the
deficit, the more the private sector gets squeezed. Hence,
deficit financing allows the government to obtain more
resources and, in general, to change the mix of its output in
the direction of more public sector goods and fewer private
sector goods. Either financing method, taxing or borrowing,
allows the public sector to expand at the expense of the private
sector. Borrowing rather than taxing, however, makes the
federal government’s claim on resources less apparent (Taylor,
2003).

When the cost is incurred is also important. Although
future generations may benefit from current government
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spending, they may also be adversely affected by today’s
opportunity costs. Of particular concern is the possibility that
government deficits might crowd out private investment.
Investment is essential to enlarging the nation’s production
possibilities and attaining higher living standards in the
future. If federal deficits and debt servicing requirements
crowd out private investment, the rate of economic growth
will slow, leaving future generations with less productive
capacity than they would otherwise have.

It is not certain that such crowding out will occur. Any
reduction in private investment may also be offset by public
works — such as highways, schools, and national defense
systems — that benefit future generations. So future gener-
ations may not suffer a net loss in welfare even if the national
debt slows private investment and economic growth. From
this perspective, the whole debate about the burden of the
debt is really an argument over the optimal mix of output.
More deficit spending promotes more public sector activity.
On the other hand, limits on deficit financing curtail growth
of the public sector. Battles over deficits and debts are a proxy
for the more fundamental issue of private versus public spend-
ing (Schiller, 2003).

As noted earlier in the chapter, the federal government
does not differentiate between current expenditures and cap-
ital stock expenditures (Hirsch and Rufolo, 1990). Therefore
it is often not clear what amount or percent of the national
budget goes to capital creation. Some analysts look at new
roads and other new capital and argue that a deficit is just a
way of financing this capital. State and local governments
have separate operating and capital budgets in part for this
purpose.

Often the cost of individual items making up the public
infrastructure is far in excess of the ability of a government
unit to raise sufficient revenue, typically through taxes, at a
given time to pay for them with current resources. However,
the long life of these items means that they will provide
benefits over time; hence it makes sense to spread the cost
out over time as well. This involves debt financing — the
government incurs debt to build the infrastructure and collects
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revenues in the form of taxes and fees over the life, or partial
life, of the item to pay the debt. In general, building infra-
structure is often justified by showing that the benefits pro-
vided over time are greater than the cost of building and
financing. Borrowing allows a government to build infrastruc-
ture that it might not be able to fund with current revenues,
but it also places a repayment obligation on that government
in the future. Capital financing must be balanced against other
future obligations. Although future generations may have to pay
interest on the debts incurred earlier, interest payments will
also go to future generations. Future interest payments entail
a redistribution of income among taxpayers and bondholders
living in the future. External financing — money lent to the
U.S. by foreigners — allows us to get more public sector goods
without cutting back on private sector production. However,
this external debt is used to acquire imported goods and

services and hence must be repaid with exports of goods and
services (Schiller, 2003).

10.11 DEFICIT AND DEBT LIMITS

The only way to stop the national debt from growing is to
eliminate the federal government budget deficits that create
debt. To do this requires a balanced annual budget or one that
is in surplus. The first explicit attempt to force the federal
budget into balance was the Balanced Budget and Emergency
Deficit Control Act of 1985 — the Gramm—Rudman—Hollings
Act of 1985. It set a lower ceiling on each year’s deficit until
the budget was balanced and called for automatic cutbacks
in spending if Congress failed to keep the deficit below the
ceiling. This act set a target date of fiscal year 1991 for the
annual federal budget to be in balance. Part of the
Gramm—-Rudman—Hollings Act was ruled unconstitutional,
and so it was revised in 1987. The target date for balance
under the revised act was fiscal year 1993. However, the
political costs of the act proved too great for it to be imple-
mented effectively.

Another piece of legislation, the Budget Enforcement Act
(BEA) of 1990, laid out a plan for limiting spending or raising
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taxes. BEA set separate limits on various categories of spend-
ing and required that any new spending initiative be offset
with increased taxes or cutbacks in other programs. It was
somewhat successful; however, it also was too painful politi-
cally to be sustained (Kettl, 2003; Gosling, 2002). In 1990,
when then-President Bush submitted his budget, he was
hopeful that he could meet the Gramm—Rudman—Hollings
target. However, the economy began to decline, and the deficit
projection increased to nearly $300 billion. The across-the-
board cuts required to meet the deficit target amounted to
$230 billion — an amount that would have caused unaccept-
able problems in federal programs and services. The deficit
targets set by Gramm-Rudman—Hollings were abandoned
and yet another deficit-reduction system was adopted. This
system, although more modest in its goals, was more compli-
cated. It put limits on discretionary spending and adopted a
“pay as you go” rule, in which new or increased spending had
to be balanced by savings or increased taxes. Kettl (2003)
notes that this reform was built on a more solid foundation
than the previous ones were.

Congress tightened caps on discretionary spending in the
Balanced Budget Act of 1997. This act resulted from biparti-
san action and put limits on spending for the next few years.
At the same time the economy improved and revenues
increased. In late 1990s and 2000, the budget went from
deficit to surplus. However, that situation did not last. Pres-
sures to increase spending overtook the surplus. A new Pres-
ident Bush successfully advocated tax reduction, the economy
weakened, and the nation encountered the tragedy of Sep-
tember 11, 2001.

A debt ceiling, an explicit legislative limit on the amount
of outstanding national debt, is another mechanism for forcing
Congress to adopt specific fiscal p